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Abstract 

Sequencing and scheduling of production in job-shop production systems is investigated in this article. Each operation specific to a 

job has a random duration with a mean and variance, taking into account this uncertainty in the assumptions of the model, the 

adaptation of the model to the real conditions of the production environment. Each job has the costs of operating the machine during 

processing, the cost of equipment idles for each unit of time delay in receiving the work. In this study, the optimal scheduling is 

costs reduction. The algorithm used to solve the problem is a genetic algorithm. The efficiency of the proposed algorithms has been 

tested and analyzed with a number of selected problems from the literature. This study was performed in a situation where the time 

of operation is uncertain following a specific statistical distribution (normal, exponential and uniform). The performance of the 

genetic algorithm is evaluated based on time criteria and objective function. The results obtained from the genetic algorithm were 

compared with the results obtained from the combined algorithm (neural network and SA algorithm) and the results obtained from 

the optimal solving procedures using Lingo software version 6 for 5 sample production scheduling problems. The results represent 

that an integrated algorithm will perform better than the genetic algorithm 
 
 
Keywords: jobshop production schedule, genetic algorithm, production system.  

 
1. Introduction 

Today, with industrial development, the issue of 

resource constraints has become more critical, and due to 

the reduction of production resources, including 

production machines and equipment, the energy required 

for production and increase in operating and 

commissioning costs, and the unemployment of 

machinery, the value of system optimization resources 

Production is increasing. One of the most important topics 

attracting the attention of industry researchers, especially 

in recent decades, is the category of scheduling. Creating 

an effective and efficient programming to determine the 

production sequence is essentially related to increase the 

efficiency of production systems. This uncertainty is taken 

into account when processing the tasks. The problem of 

scheduling job-shop production is to find optimal sequence 

of performing various work operations related to each 

machine on that machine. The purpose of job-shop 

production scheduling is to allocate limited resources over 
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the time to perform a group of activities and develop an 

appropriate schedule leading to faster access to the 

organization's goals. In this study, sequencing and 

production scheduling in job-shop production systems are 

examined.  

 

Two-criterion job-shop production schedule has been 

investigated in this study. 2-criteria include minimizing the 

floating time of the operation and also minimizing the 

operating cost resulting from the operation of the machine 

and the cost incurred from the idleness of the machine. The 

hypotheses related to the uncertainty of the process time 

parameter as well as the 2-criteria in the existence of the 

objective function due to increasing the applicability of the 

problem in industry and the flexibility of the model in 

adapting to real conditions. However, such assumptions 

increase the difficulty of solving the job-shop production 

schedule. 
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Since the job-shop production scheduling problem is an 

NP-Hard problem and one of the most difficult and 

important optimization problems, solving this problem 

indefinitely is also an NP-Hard problem. Due to the 

inherent complexity of job-shop production scheduling 

optimization problems, the use of meta-innovative 

methods to solve such problems improves the production 

of acceptable answers. 

 

2. Review of literature 
The issue of scheduling production systems of job-shop 

production is examined only through a probabilistic and 

static state in this research. Over the past 3 decades, many 

papers and books have been published on the timing of job-

shop production systems, but only a very few have 

addressed the possibility of production parameters. 

Possible conditions for the job-shop production scheduling 

problem can be expressed in one or more of the following 

cases: 

 

• Possibility of pre-existing and priority / delay constraints, 

• Randomization of work time variables, 

• Possibility of resource and sequence constraints; 

 

Over the past decades, many algorithms have been 

proposed to solve the problem of traditional job-shop 

production such as Wang and Lu study. This paper 

proposes an integrated job-shop scheduling and assembly 

sequence planning (IJSSASP) approach for discrete 

manufacturing, enabling the part processing sequence and 

assembly sequence to be optimized simultaneously. The 

optimization objectives are to minimize the total 

production, completion time and the total inventory time of 

the parts during production. The interaction effects 

between the job shop schedule and the assembly sequence 

plan in discrete manufacturing are analyzed and the 

mathematical models including the objective functions and 

the constraints are established for IJSSASP. Based on the 

above, a non-dominated sorting genetic algorithm-II 

(NSGA-Ⅱ) with a hybrid chromosome coding mechanism 

is applied to solve the IJSSASP problem (Wang, Lu, 2021) 

The focus of algorithms in this period has been on the 

problems with definite constraints on tasks. However, the 

existence of random processing times for such issues has 

been less studied. It is also rarely mentioned when the 

issues have possible precedence and latency constraints. In 

this regard, we can refer to Boyer. In his paper, he 

introduces a generalized flexible job-shop scheduling 

problem in which, besides the classical constraints of the 

flexible job shop scheduling problem other hard constraints 

such as machine capacity, time lags, holding times, and 

sequence-dependent setup times are taken into account. 

This problem is inspired by a real situation observed in a 

seamless rolled ring manufacturer. He proposes a mixed 

integer linear programming (MILP) and a constraint 

programming (CP) models to represent the problem. 

(Boyer et all,2021) 

Determining delivery times for work with consideration for 

delay costs was also considered. The innovation of this 

research is based on considering the workload in 

determining the internal delivery time that is used to 

prioritize the work on the floor of the job-shop and also to 

determine the external delivery dates that need to 

determine the probability density functions of flow time. 

Based on the simulation results, it is shown that 

considering the workload in determining the delivery time 

creates a lower cost than the time when the workload is not 

considered in determining the delivery times.( Tavakkoli-

Moghaddam et all,2005) 

The study of scheduling issues with a focus on the 

probability of labor processing time is a topic that has 

recently been considered due to the need for flexible 

production systems. Therefore, in recent years, issues have 

been raised that have been done based on probabilistic 

process times with different modeling objectives. The 

earliest start-up time has been studied as a decision-making 

variable and meeting delivery time and confidence levels 

with different objective functions. Elmaghreby (2001) 

proposed a dynamic programming model for single / multi-

processor processes a proposed communication to reduce 

the computational volume. 

In 2002, a study was conducted on the production of job-

shop production considering the possible processing time 

in the form of three distributions: normal, exponential and 

uniform. In assigning n work to m machine, three 

categories of costs have been considered: 

 

 The cost of a fine paid in one lump sum for the 

delay of each work. 

 Delay cost per unit time. 

 Warehousing fee paid for the case of early 

payment or earlier delivery per unit of early 

payment. 

 

The task is to determine the earliest start time to minimize 

the average cost of maintaining inventory and the cost of 

delay in delivery. In the model presented, 3 basic concepts 

are considered: 

 

1) At any point in time, a choice is made based on a 

comparison between two tasks in allocating to a 

machine based on an innovative method with cost 

objectives. 

2) A simulated model of the job-shop production 

problem and its combination with the proposed 

decision law is presented. 

3) The optimization is based on the simulation 

performed and the decision variable is the earliest 

start time. 

  

The numerical example in the simulation performed 

clarifies the law of decision and the optimal model is 

validated by repeating the simulation.Yang and Wang 

(Yang & Wang, 2000) examined the Near Constraint 

Neural Network (CSANN) with several innovative 

algorithms to solve the general problem of job-shop 

scheduling. In the proposed neural network, the ability to 

adjust weights and biases during processing time based on 

sequence constraints and resources is possible. The 

combination   of  innovative  algorithms  with   the   neural
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network makes it possible to improve the quality and 

performance of the justified response obtained from the 

neural network model. In this research, the simulation was 

performed based on four problems and through the 

simulation results, it was determined that the proposed 

neural network and the combined approaches are efficient 

according to the answers and the solution speed. The main 

point of this paper is to improve the quality of the final 

solution by combining the neural network model with 

innovative algorithms, which always leads to the creation 

of appropriate scheduling (optimal / near-optimal 

solutions). 

 

3. The proposed mathematical model in 
probabilistic terms 
In this part of the research, a model for scheduling 

production systems of job-shop production is presented in 

a probabilistic and static environment. In order to solve 

scheduling problems through the neural network, mixed 

and pure correct programming models have been used to 

show the scheduling problems of job-shop production [31, 

17, 7, 5, and 32]. In this paper, a pure mathematical model 

is used to convert sequence constraints, resource 

constraints, processing start time, delivery time constraints, 

non-interference time constraints, and a 1% confidence 

interval for operation processing time into correct linear 

inequalities. This model has the ability to easily convert 

job-shop production scheduling issues to neural network 

design. 

 

3.1. Model assumptions 
The hypotheses considered for this model are: 

 There are a good number of possible product 

combinations (scenarios) that can occur. Each product 

combination is introduced by a unique set of parts. 

 The operating time of all parts on each type of 

machine follows a certain possible distribution. 

 The types of components (combination of operations) 

are known in each period and are determined 

randomly. 

 The capability and capacity of any type of machine is 

fixed and known over the time. 

 The cost of delay for each type of part is known. 

 The delivery time of each type of part is known. 

 The operating cost in each type of the machine is 

known. 

 The cost of missed opportunity is known for each car 

per hour. 

 The number of parts, operations and machines is fixed 

and constant over all periods and over time. 

 The limit on the number of machines must be clear and 

remain constant over time. 

 Each type of machine can perform only one type of 

operation and each operation can only be performed by 

one machine. 

 Setup times are not considered. 

     Delayed and returned orders are not allowed. 

 We will not have failure time for machines. 

 The efficiency of the machines is 100%. 

 All machines are available for using at the beginning 

of the course (machine installation time is zero). 

 Flexibility of the machines when performing various 

operations is considered. 

Based on the above hypotheses, the symbols, parameters 

and variables of problem solving are defined as follows: 

 
3.2. Indices and definitions 

},...,1{ mM 
 : A set of machines whose m is the 

number of machines. 

},...,1{ pP 
 : A set of parts where p is the number of 

parts. 

 J: Symbol of the required operation of the part P 

Parameters 

jpmEt
 : The average time required to process the operation 

of j component p on the machine m. 

jpmVt
: Standard deviation of the time required to process 

the operation of j component p on the machine m. 

jpma
 

{
1 If the operation j of part p can be processed on machine m

 0 𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
} 

pD
  : Piece delivery time p. 

mC
: Operating cost of the machine m for each unit of time. 

mI
Unemployment cost of car m per unit time. 

jpmO
indicates the operation of j from the p on the machine 

m. 

3.3. Decision variables 

jpmsX
 

{
1 𝐼𝑓 𝑡ℎ𝑒 𝑜𝑝𝑒𝑟𝑎𝑡𝑖𝑜𝑛 𝑜𝑓 𝑗 𝑖𝑠 𝑎𝑠𝑠𝑖𝑔𝑛𝑒𝑑 𝑡𝑜 𝑚𝑎𝑐ℎ𝑖𝑛𝑒 𝑚 𝑖𝑛 𝑠𝑒𝑞𝑢𝑒𝑛𝑐𝑒 𝑆

0 𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
}  

jpmsY
: The start time of the operation of operation j 

fragment p on machine m in sequence s. 

jpmt : Optimal time required to process operation j of p on 

machine m with respect to α% confidence interval. 

 
3.4.Mathematic model 

𝑀𝑖𝑛𝑍 = ∑ ∑ ∑ (𝑌
𝑗𝑚𝑎𝑥𝑝𝑚𝑠+ 𝑋𝑗𝑚𝑎𝑥 × 𝑡𝑗𝑚𝑎𝑥𝑝𝑚 − 𝐷𝑝)

𝑂𝑝

𝑗=1

𝑃

𝑝=1

𝑀

𝑚=1

+ ∑ 𝐶𝑚

𝑀

𝑚=1

× (∑ ∑ ∑ 𝑋𝑗𝑝𝑚𝑠

𝑂𝑝

𝑗=1

𝑃

𝑝=1

𝑆

𝑠=1

× 𝑡𝑗𝑝𝑚𝑠)

+ ∑ 𝐼𝑚

𝑀

𝑚=1

× (∑ ∑ ∑ 𝑀𝐴𝑋(𝑌𝑗𝑝𝑚(𝑠+1) − 𝑌𝑗𝑝𝑚𝑠

𝑂𝑝

𝑗=1

𝑝

𝑝=1

𝑆−1

𝑠=1

+ 𝑋𝑗𝑝𝑚𝑠 × 𝑡𝑗𝑝𝑚  .0) )                   (3 − 1)
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3.5.Constraints 

∑ ∑(𝑎𝑗𝑝𝑚 + 𝑋𝑗𝑝𝑚𝑠 = 1        ∀𝑗. 𝑝

𝑆

𝑠=1

𝑀

𝑚=1

                     (3 − 2) 

∑ ∑ 𝑋𝑗𝑝𝑚𝑠 ≤ 1                                 ∀𝑚 . 𝑠

𝑆𝑜𝑝

𝑗=1

𝑃

𝑝=1

            (3 − 3) 

 

𝑌𝑗𝑝𝑚𝑠 ≤ 𝑅𝑋𝑗𝑝𝑚𝑠                       ∀𝑗. 𝑝 . 𝑚 . 𝑠                   (3 − 4) 
 

∑ ∑(𝑌𝑗𝑝𝑚𝑠 + 𝑋𝑗𝑝𝑚𝑠

𝑆

𝑠=1

𝑀

𝑚=1

∗ 𝑡𝑗𝑝𝑚)

≤ ∑ ∑ 𝑌(𝑗+1)𝑝𝑚𝑠    ∀𝑗. 𝑝

𝑆

𝑠=1

𝑀

𝑚=1

         (3 −  5) 

 

∑ ∑(𝑌𝑗𝑝𝑚𝑠 + 𝑋𝑗𝑝𝑚𝑠

𝑜𝑝

𝑗=1

𝑃

𝑝=1

∗ 𝑡𝑗𝑝𝑚)

≤ ∑ ∑ 𝑌𝑗𝑝𝑚(𝑠+1)     ∀𝑚. 𝑠

𝑜𝑝

𝑗=1

𝑃

𝑝=1

        (3 − 6) 

 

𝐸𝑡𝑗𝑝𝑚 − 𝑍𝛼
2⁄ 𝑉𝑡𝑗𝑝𝑚 ≤ 𝑡𝑗𝑝𝑚 ≤ 𝐸𝑡𝑗𝑝𝑚 +

                                  𝑍𝛼
2⁄ 𝑉𝑡𝑗𝑝𝑚               ∀𝑗. 𝑝. 𝑚             (3 − 7)  

 

𝑋 ∈ [0.1]. 𝑌 ≥ 0 . 𝑅 ≥ 0                                              (3 − 8) 

   

As can be seen, the objective function of Equation (3-1) is 

a nonlinear integer equation that minimizes the sum of the 

deviations of the actual processing time from the planned 

value, operating costs, and opportunity cost of the 

machines over the planning horizon. The first statement 

calculates the sum of the deviation of the actual processing 

time from the programmed value along the programmed 

horizon. This sum is equal to the sum of the start time of 

processing operation j of p on machine m in sequence s and 

the optimal time required to process operation j of p on 

machine m. According to the confidence interval α percent 

if the operation j of the p-piece is assigned to the m-

machine in the sequence (turn) S. The second statement 

calculates the operating costs of the machines. This cost is 

equal to the sum of the product of the number of hours 

required by the type of machine multiplied by the 

corresponding operating cost of that machine. The third 

statement also calculates the opportunity cost of the 

machines, if no parts are assigned to a machine. If the 

relevant machine is idle, in this case we will have a cost 

called the opportunity cost lost corresponding to this 

machine. 

The constraint corresponding to Equation (3-2) ensures 

that each operation for each component must be assigned 

to only one machine and one sequence. Equation (3-3) 

ensures that a maximum of one operation can be assigned 

to each specific sequence in each machine. Equation (3-4) 

ensures that the processing start time is finite. Equation (3-

5) ensures compliance with the sequence of operations for 

each component. Equation (3-6) ensures the non-

interference of the processing time of the operations 

assigned to each machine. Equation (3-7) assumes an α 

percent confidence interval for the processing time of 

operations. 

 

4. Computational results obtained from 
solving selected problems 
In this part of the research, we present the 

computational results obtained from solving selected 

problems as well as their comparison and analysis. As 

stated earlier, the purpose of these experiments is to 

determine how the proposed algorithm (genetics) works 

in different conditions. In fact, by observing the obtained 

results and how the genetic algorithm works in problems 

of different sizes, it is possible to identify the best 

conditions for using this method in determining the 

production schedule. The answers obtained from solving 

the selected problems are presented in Table 2. The 

results show that the genetic algorithm often shows good 

performance in terms of time and under different 

conditions, and the response time is significantly reduced 

compared to the time required by Lingo as well as the 

integrated algorithm.  

 

Table 1: In order to evaluate the proposed algorithm, five 

sample problems have been produced based on the 

literature of the subject. had. The good performance of 

the genetic algorithm is evident in the much lower 

solution time and the much smaller value of the objective 

function. As shown in Table 3, the difference between 

the values of the objective function obtained by the 

genetic algorithm and the Lingo software is much less 

than the difference between the values of the objective 

function obtained by the combined algorithm and the 

Lingo software. Also, by comparing the performance of 

the genetic algorithm and the combined algorithm in 

terms of the value of the objective function, it can be seen 

that the genetic algorithm has achieved a better answer 

in less time. 

 

𝐺𝑎𝑝 =
|𝐸𝑥𝑎𝑐𝑡 − 𝑀𝑒𝑡𝑎|

𝐸𝑥𝑎𝑐𝑡
 

In order to ensure the effect of the size of the problem on 

the Figure 1: Graph comparing the values of the objective 

function GA and Lingo quality of the final answer, some 

problems were re-selected and this time solved using the 

selected sequence by Lingo software and it was observed 

that the results improved to a reasonable extent. The 

comparison of the obtained results is shown in the 

figure.According to Figure 2, it can be seen that the 

difference between the values of the objective function 

calculated by GA and Lingo is directly related to the 

magnitude of the problem. Also in the figure, it is shown 

that the values of the objective functions obtained by GA 

have lower (optimal) values.Figure (3) also shows the 

better performance of the genetic algorithm than the 

integrated algorithm in terms of the value of the objective 

function. In Figure (3), the difference between the values 

of the objective function is calculated by the combined 

algorithm and genetics.
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Table 1: Computational Results of Solving Integrated Algorithm and Low Limit for Selected Problems 

Test 

Number 

Number 

of Parts 

Number of 

Machine 

Types 

Number of 

Operations 

Method 

Solution 

Method 

Number of 

Repetitions 

Value 

Function 

Objective 

Execution 

Time 

(Seconds) 

1 3 2 3 

GA 26 3167/6192 124/3068 

Hybrid 

algorithm 
42 3811 729/63 

Lingo 24 2988/32 6953 

2 5 3 3 

GA 32 4039/5024 226/4052 

Hybrid 

algorithm 
35 8780 1266/8 

Lingo 5277 3740/28 117874 

3 6 6 6 

GA 39 7240/156 750/9534 

Hybrid 

algorithm 
254 20040 4456/99 

Lingo 490 6581/96 162179 

4 10 10 5 

GA 37 12009/016 1392/203 

Hybrid 

algorithm 
362 29547 8547/35 

Lingo 576 10352/6 190800 

5 20 5 5 

GA 45 20809/7994 3323/403 

Hybrid 

algorithm 
473 37140 13548/94 

Lingo 680 18254/21 219/600 

 

 

 

Table 2: Computational gap between the proposed methods 

The gap 

between the 

integrated 

algorithm and 

GA 

The gap 

between the 

integrated 

algorithm and 

Lingo 

The gap 

between GA 

and Lingo 

Number of 

types of 

operations 

Number of 

types of 

machines 

Number of 

types of parts 

Test number 

0/203 0/215 0/0566 3 2 3 1 

0/539 0/574 0/074 3 3 5 2 

0/638 0/671 0/09 6 6 6 3 

0/593 0/649 0/137 5 10 10 4 

0/493 0/508 0/1228 5 5 20 5 

 

 

 
Figure 1: Graph comparing the values of the objective 

function GA and Lingo 

 
 

 

 

 

 Figure 2: Comparison diagram of the value of the 

objective function of the combined algorithm and G

Problem size 
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Figure 3: Diagram of the difference in the objective 

function values of the combined algorithm and GA 

 

Another important factor in evaluating the performance of 

meta-heuristic algorithms is computational time. The 

figure shows the trend of increasing the solution time based 

on the values of the objective function GA and Lingo. 

Figure 4: Graph of the process of increasing problem 

solving time by GA 

 

Figure 5: Trend of increasing time based on the values of 

the GA objective function 

 

Genetic and Lingo algorithms are shown. According to 

these graphs, it can be seen that the solution time increased 

with increasing sample size in both methods. Also, the 

solving time by the genetic algorithm is significantly less 

than the solving time of Lingo. In Figure (4), the time of 

solving the sample problems by the genetic algorithm and 

the combined algorithm are compared and it is concluded 

that the genetic algorithm has performed better especially 

in the size of larger samples. 

As shown in Figure 5, the difference in the target value 

based on the innovative method and Lingo software 

increases with the size of the problem, and this increase in 

the difference between the two values, due to the limitation 

of solving problems with large parameters by optimizers. 

 

 
Figure 6: Comparison diagram of solution time of 

integrated algorithm and GA 

According to the results, it can be seen that the genetic 

algorithm produces the near-optimal answer in less time. 

The reduction in the amount of calculations performed is 

evident in the results obtained by solving the selected 

numerical examples using a genetic algorithm. According 

to Figure (6), the difference between the solution times in 

the two methods increases as the problem size increases. 

This shows the temporal superiority of using a genetic 

algorithm in generating a near-optimal answer. By 

carefully studying the results and comparing them, the 

following can be seen.  

The study of the results obtained from the problems solved 

with the combined algorithm and the genetic algorithm in 

this paper, shows that by increasing the problem 

parameters, the genetic algorithm can produce the optimal 

or near-optimal answer in an acceptable time. This is 

especially important in large issues. On the other hand, by 

increasing the problem parameters at the time of solution 

by the optimizer software, the time increase is done 

exponentially, which makes it practically impossible to use 

it for this type of problem. Comparison of the results 

indicates the proper performance of the genetic algorithm 

in creating an acceptable sequence at the right time. As a 

general conclusion, it can be said that the proposed 

algorithm in this paper provides acceptable and better 

answers in all cases where the parameters of large size are 

desired. Therefore, this algorithm is recommended for use 

in different types of possible problems in which the number 

of machines, parts and operations is high. 

It is natural that because the computational time required 

increases exponentially as the size of the problem 

increases, large problems will require more computational 

time. By examining the results of the optimal solution, it 

can be seen that in problems with a large number of 

parameters and with increasing problem constraints, the 

genetic algorithm provides the optimal or near-optimal 

answer more easily  and in less time. Since the  conditions
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of real production systems require consideration of many 

constraints and parameters, the super-innovative algorithm 

presented in this paper (genetics) is widely used in various 

industries in the country. 

 

5. Conclusion 
Although research and study in determining the 

production schedule of the job shop has been considered by 

many researchers and a variety of work has been done and 

published in this field, but only a limited number of them 

to determine the production schedule of the job shop in 

possible circumstances. Been paid. Therefore, in this 

research, a genetic algorithm is proposed to determine the 

scheduling in probable conditions and with the aim of 

minimizing the discrepancy between the delivery time and 

the completion time of works, operating costs or 

unemployment of machines. 

The main motivation of this research was to present a 

systematic method of scheduling the production of job 

shop production in possible conditions with the aim of 

reducing the discrepancy between the delivery time and the 

completion time of the works was also the operating costs 

or unemployment of the machines. In this regard, first, after 

reviewing and studying the work done in this field, a 

mathematical model was presented. Using the proposed 

model for real and large problems is not suitable due to 

computational problems and the long time it takes to solve, 

so the genetic algorithm was proposed to solve the problem 

in an acceptable time. In order to compare the proposed 

algorithm, five problems were randomly generated and 

solved using genetic algorithm. Then, the computational 

results obtained using the genetic algorithm were 

compared with the results obtained using the combined 

neural network and SA algorithm and analyzed. The study 

of these results showed good and acceptable performance 

of the genetic algorithm and short time to achieve the 

answer using the genetic algorithm in comparison with the 

combined neural network and SA algorithm under different 

conditions. 

1) As the size of the problem parameters increases, the 

computational time by Lingo increases exponentially. This 

time remains almost constant in the case of large problems 

when using a genetic algorithm. 

2) According to the obtained results, it can be seen that in 

case the size of the problem is small (number of parts and 

machines is small), the percentage difference with Lingo is 

equal to 5.66%, which is higher than the large size (number 

of parts and machines). Increases significantly and reaches 

12.28%. Therefore, it seems that the size of the problem 

has a significant effect on the quality of the solution and as 

the problem grows, its computational time will increase 

exponentially. 

3) The results show that the genetic algorithm has 

performed well and acceptable under different conditions 

and the times to reach the optimal or near-optimal solution 

have been significantly reduced. 

4) By examining the Makespan value obtained from the 

solutions obtained from the two methods (genetic and 

combined), it was found that the solution created by the 

genetic algorithm is much better (less) than the Makespan 

value obtained from the solution obtained from the 

combined algorithm. Due to the importance of the 

Makespan parameter in scheduling most production 

systems, this is significant and in addition to the cost 

reduction goal, it is a criterion for evaluating the 

performance of both methods. The results indicate the 

proper performance of the genetic algorithm in further 

reducing the desired criterion in the solution created by the 

integrated algorithm. 

5) The percentage difference of solution time in the two 

methods increases with increasing the size of the problem 

and by comparing computational times, the superiority in 

using the genetic method in determining the production 

schedule in large problems is determined. 
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