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Abstract. As the research object of modern nonlinear science, a fractal theory has been an important research
content for scholars since it comes into the world. Moreover, iterated function system (IFS) is a significant research
object of fractal theory. On the other hand, the Markov process plays an important role in the stochastic process.
In this paper, the iterated function system with probability(IFSP) and the infinite function system with probabil-
ity (IIF'SP) are investigated by using interlink, period, recurrence and some related concepts. Then, some important
properties are obtained, such as: 1. The sequence of stochastic variable {¢,, (n > 0)} is a homogenous Markov

chain. 2. The sequence of stochastic variable {(n,(n > 0)} is an irreducible ergodic chain. 3. The distribution

of transition probability pi-;-l) based on n — oo is a stationary probability distribution. 4. The state space can be

decomposed of the union of the finite(or countable) mutually disjoint subsets, which are composed of non-recurrence
states and recurrence states respectively.
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1 Introduction

As the research object of modern nonlinear science, a fractal theory has been an important research content for
scholars since it comes into the world. One of its most important features is that fractal can truly describe
natural phenomena. It was founded by an American mathematician Mandelbrot in the 1970s. With the
vigorous promotion of Mandelbrot, fractal makes people’s understanding of object shape change from regular
to irregular gradually, and provides a new mathematical tool for the research of nonlinear characteristics and
irregular phenomena. Fractal is being applied and explored in many fields with a new concept and theory,
and its research has also greatly expanded the human cognitive domain [3, 10].

There are a lot of both this and that phenomenon, which have no clear boundary in the real world. This
makes it necessary to go through a continuous repetition and accumulation change process from complete
coincidence to complete non coincidence. In other words, the fractal set in nature cannot be described by the
characteristic function with only two values of 0 or 1 in classical set theory. In 1965, American cybernetic
expert Zadeh extended the value range of characteristic function in classical set theory from {0,1} to the
closed interval [0, 1], which is the core idea of fuzzy set. In order to apply fractal set to this fuzzy phenomenon,
Xie Heping et al gave the concept of fuzzy fractal in 1990.

Iterated function system (IFS) is a significant research object of fractal theory founded by Hutchinson
[6]. As the framework of fractal theory, the affine transformation is a critical mathematical tool. According
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to the self similar formation of the part and whole about the objective object, the overall shape is iterated on
the basis of some affine transformations with a given probability until emerging a pretty fractal figure. With
the help of the powerful iterative computing ability of a computer, IF'S applies the essence of fractal theory
such as self similarity, a multiplicity of levels and unity of rules at different levels to the field of computer
graphics, and can produce many graphics with infinite detail and exquisite texture.

Markov process plays an important role in the stochastic process. The mathematician Markov proposed
an interesting chain in 1907 called Markov chain nowadays. So far, it has formed a branch of mathematics
with rich content, complete theory and wide application. The Markov process is a significant method for
researching the discrete state space based on the theory of stochastic process [15].

The random fractal is another important field of the fractal theory. Because it is closely related to
nature, it has become hot research in recent years. Moreover, the random iterative function system is also
an important research object of the random fractal, and many scholars have done a lot of research work
in this field. Such as Joanna used two methods to construct a gradually stable IFSP [11]. Weihrauch et
al studied the IFSP from the perspective of measure [3, 9, 21, 22]. Andrzej et al researched the fractal
dimension through IFSP [I, 4, 5, 16]. There is also some literature have researched the related problems
between IFSP and Markov process [7, 13, 15, 19]. In particular, John et al used the Markov process to study
the linear properties of IFS as early as 1990 [12]. However, some specific Markov Characteristics for IFSP
and ITFSP almost no one has studied yet. Therefore, Our main purpose is to find and prove specific Markov
Characteristics for IFSP and IIFSP in this paper.

In this article, we first review some important concepts and properties of the stochastic process and fractal
theory in section 2. Then, we will introduce the homogeneous property for IFSP in section 3. In section 4,
we will introduce the ergolic property for IFSP. In section 5, we will introduce the distribution property for
IFSP. In section 6, we will introduce the decomposition of state space for IFSP. Then, we will extend the
Markov Characteristics to IIFSP in section 7. The last section is conclusion and future work.

2 Preliminaries

Before studying the Markov Characteristics for IFSP and ITFSP, we introduce some important concepts that
will be useful later in the subsections. First, we begin with the concept of the fractal theory.

Definition 2.1. [14] Let y, € Y be a point sequence, if there exists a positive integer number N (e), such
that d(ym,yn) < € for all m,n > N(e) and Ve > 0, then y, is said to be a Cauchy sequence. Further, (Y, d)
is known as a complete metric space, if each Cauchy sequence in Y converges to a point y in Y.

According to the complete metric space, we give the definitions of iterated function system(IFS) and
hyperbolic iterated function system (HIFS).

Definition 2.2. [2, 14, 17] Suppose (Y, d) be a complete metric space, if there exists a family of continuous
functions fr(k € {1,2,--- ,N}): Y — Y. Then

{Yafkak € {1727 7N}}
is called an iterated function system(IFS). Further,

is called a hyperbolic iterated function system (HIFS), if fx(k € {1,2,---,N}) is the contraction mapping
(for Vx,y € X, there exists 0 < a < 1, such that d(fx(x), fx(y)) < ad(z,y)) based on (Y, d).

With the help of IFS, HIFS and probability vector, we will introduce the definition of IFSP and HIFSP
which are the most important concepts in this paper.
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Definition 2.3. [2, 14, 17] Let {Y; fx,k € {1,2,--- ,N}} bean IFS, and P = {p1,p2,- -+ ,pn} be a probability
vector, where zgilpi =1land p; > 0 forall i € {1,2,--- ,N}. We have P((, = i) = p; for the given
independent random variables sequence (1,(2,- -+ ,(n, -, where i € {1,2,--- ,N};n € {1,2,3,---}. Then
we call it is an iterated function system with probability (IFSP), denoted by

{Y;P; fr, k€ {1,2,--- ,N}}.

Further,
{Y:H; P; fu, k€ {1,2,--- ,N}}

is known as a hyperbolic iterated function system (HIFSP), if fx(k € {1,2,---, N}) is the contraction mapping
based on (Y, d).

Theorem 2.4. [2, 1/, 17] Let {Y; H; fr,k € {1,2,--- ,N}} be a HIFS based on (Y,d). Then A CY isa

unique nmon-empty compact subset, such that

N
A= f(A) = f(4), (1)
k=1

and f"(Ap)—>A, where Agy is any element of the all nonempty compact subsets of Y. A is the attractor (or
invariant set) of IFS.

The next theorem will give the relationship of probability between the random iterative sequence and the
attractor of IFS through hausdorff distance h. (h(A, B) = maz{d(A, B),d(B, A)},d(A, B) = mazac aA{minyepd(a,b)}).

Theorem 2.5. [2, 1/, 17] Let {Y;H;P; fr,k € {1,2,--- ,N}} be a HIFSP. For any yo € Y, let yp+1 =
feo(yn),n € {0,1,2,---}., where P((, = i) = pi,i € {1,2,--- ,N}. Then there exists ng = ng(e) and
ko = ko(e), for any € > 0, we have

P{h({yna Yn+1, 7yn+k}a A) < 5} >1- €, (2)
if n > mno and k > ko, where A is the attractor (or invariant set) of IFS.

The above theorem tells us such a fact that if we remove ng items in front of the random iterative sequence
{yn}. So the possibility of the hausdorff distance between sufficiently long sequence {y,, yn+1, - , Yn+k} and
the attractor is less than € will exceed 1 — . We have introduced the related concepts and properties of IFS
in the previous. And we will introduce some significant concepts about Markov process in the sequel, which
play an important role in this paper.

Definition 2.6. [15, 20, 23] Let (2, F, P) be a probability space, and {X (n), (n > 0)} be a random sequence.
Then we have
P{X(tmy1) = im1| X (t1) = i1, X (t2) =42, -+, X(tm) = im}

= P{X (tmt1) = im+1|X(tm) = im}, (3)

if for any m > 1, and nonnegative integer t; < to < -+ < tp, < tim41, Where iq,42, - ,ipmy1 € F, E is the
state space of {X(n),(n > 0)}. If the conditional probabilities at both ends of the equation are meaningful,
then {X(n), (n > 0)} is a Markov chain.

The above equation is often called the markov attribute(or the attribute of no aftereffect) in the Markowv
process. We find the random variables at each time have a certain dependence(i.e.,non independence) in the
above Definition. More specifically, the past only affects the present, not the future.
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Definition 2.7. [1%, 20, 23] The equation
pli(m) = P{X(m + p) = | X(m) = i},i,j € B,p > 1, (1)

is said to be the pu — step transition probability of transferring to state j after u steps, if the system is in
state ¢ at m.

It is said to be one-step transition probability apparently if p = 1, and short for transition probability.
As we know, pfj(m) has the following important properties since it is a probability.

(5)

~

{ P m) >0, jeE,
Sierpt(m) = ey PAX(m + ) = j|X(m) =i} = 1.

Then the matrix
P (m) = (0 (m)ijem, m €T ={0,1,2,-},
is said to be the k steps transition matrix of {X(m)}.

It is not difficult to see {pg ) (m),j € E} is a probability distribution for any given i € E'and m > 0, u > 1.
We will introduce other important concepts called absolute probability and initial probability in the next
Definition.

Definition 2.8. [18, 20, 23] p;j(n) = P{X(n) = j,j € E} is known as absolute probability, if p is a
nonnegative integer. Particularly, p; = p;(0) = P{X(0) = j,j € E} is known as initial probability.

Similarly, p;(©) and p; also has the same properties as below:

p(lu‘) 207 jEEa
{ ijelpj(ﬂ) =1, (6)

Eje[ pj =1,
Therefore, {p;(1), (1t > 0)} and {p;} are both probability distributions. Particularly, {p;} is also called

initial distribution. And {p;(x), (x> 0)} is the one dimension distribution in Markov chain known as absolute
distribution commonly.

Theorem 2.9. [15, 20, 23] Let {X(n),n > 0} be a Markov chain. Then the following formula holds for any
nonnegative integer [, v, m.

+y
pl‘é/c szs ps] m+u)727.7 EE (8)
sel

The above equation is known as Chapman—Kolmogorov equation, abbreviated as C-K equation. The C-K
equation is an important result of transition probability.

3 The homogeneous property for IFSP

Homogeneity is a very important mathematical property, which describes the change characteristics of tran-
sition probability. In this section, we will discuss the homogeneity for IFSP through transition probability in
Markov process.
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Definition 3.1. [1%, 20, 23] The Markov chain { X (n),n > 0} is called homogeneous, if its one-step transition
probability {p;;(m),i,j € E} is independent of m, where E is the state space.

We will consider stochastic dynamical system which is determined by IFSP in Definition 2.3. In the
stochastic dynamical system:

Ynt+1 = an(yn)7n € {07 17 27 e }
As we know, the steps of this iterative process are: first, we take the origin point yy € Y, then we take the
value of probability pj,
y1 = fjo(Yo),

further, we take the value of probability p;,

y2 = fi (Y1)

In the same way, we obtain a random iterative sequence {y,,(n > 0)} by iterating one by one. What
interests us is to select a random variable sequence {(,, (n > 0)} that is determined by the random iterative

sequence {yn, (n > 0)}. (G = 9(yn) = Jn,jn € {1,2,--- ,N})

Proposition 3.2. Let the random variable sequence {(,,(n > 0)} be determined by the random iterative
sequence {yn, (n > 0)} on the IFSP, then {(y, (n > 0)} is a finite homogeneous Markov chain.

Proof. Due to the characteristic of random variable sequence {(,, (n > 0)} in IFSP, it’s not hard for us to
find out y,41 is determined by yo, y1,- - , yn, then the following conditional probability equation holds:

P{yni1 = fin(wn)lyr = fioo)sy2 = fi (1) s Yn = fins(Un—1)}

= P{yn+1 = fjn (yn)|yn = f]’nfl(ynfl)}' (9)

Where jo,j1, -+ ,jn € {1,2, -+, N}, since ¢, = jn;n € {0,1,2,---}. Thus {1,2,--- , N} is the state space of
random variable sequence {(,, (n > 0)}, ¢, is determined by z,. So we obtain:

P{CTL == Jn’CO == j07<1 :j17 e 7C7l—1 = jn—l}

P{Cn = jnKn—l = jn—l}; (10)

where jo, j1, -+ ,Jn € {1,2,---, N}, Obviously, the probabilities at both ends of the equation make sense. So
{Cn, (n > 0)} is a Markov chain. We will proof it is finite and homogeneous in the next.
In the iterative process of IFSP, we let

pij(m) = P{Cns1 = j|¢m = i},4,5 € {1,2,--- ,N}

is the transition probability from state ¢ to state j after m-th iteration of the stochastic system. Obviously,
pij(m) is the one-step transition probability of {(,, (n > 0)}. The iterative process is independent of m, and
N is a finite positive integer in the state space. Thus {(,,(n > 0)} is a finite homogeneous Markov chain.
This completes the proof. O

Example 3.3. (General random walk) There is a particle in the line segment [1, 3]. It can only stay at the
three points 1, 2, 3, one movement per second. The move rule is: the particle is at any one of the points 1,2, 3
before moving, it either stays where it is or moves to any of the remaining three points in the next second,
the probability are both %
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Firstly, according to the above example, we can construct a model of IFSP. i.e. let
{Y;P; fi, k € {1,2,3}}

be an IFSP, where {z,,n > 0} is a random iterative sequence,

111
P:{p17p27p3}:{§>§>§}

is the probability vector,and
an(y) = Cﬂn CTZ S {17273}7 y € {17273}

is the iterated function.

Secondly, we can let X (n) = ¢, = i be the particle is at point i at t = n (i = 1,2,3,n = 0,1,2,--+)
through the above analysis. Then {yy,(n > 0)} is a random sequence, and the state space is £ = {1, 2, 3}.
Thus, ¢, is a finite homogeneous Markov chain based on IFSP, owing to

P{X(m+1)=jlA, X(m) =i} = P{X(m+1)=j|X(m)=1i}

1
where A is known as any one event, which is determined by X(0),--- , X (m —1).

Finally, we will give the transition probability matrix (one step) of {X(m)} in the following.

P = (pij) =

Wl Wk Wl
Wl Wl Wl
Wl Wl Wl

It not difficult to obtain the two step (or n step) transition probability matrix of {X (m)} in the following.

P = (p?) =

ij

Wl Wl Wl
Wl Wl Wl
Wl Wl Wl

= (p) = P,

Example 3.4. (The random walk that cannot cross the wall) There is a particle in the line segment [1, 5].
It can only stay at the five points 1,2, 3,4, 5, one movement per second. The move rule is: the particle is at
any one of the points 2,3, 4 before moving, it either stays where it is, or move one space to the left, or move
one space to the right in the next second, the probability are both % If the particle is at 5 before moving,
then it will move to point 4 with a probability of 1 in the next second. If the particle is at 1 before moving,
then it will move to point 2 with a probability of 1 in the next second. Because 1 and 5 are “insurmountable
walls” of the particle.

Firstly, similar to Example 3.3, we can construct a model of IFSP. i.e., let
{Y;P; fr k€ {1,2,3}}
be an IFSP, where {x,,,n > 0} is a random iterative sequence.

L) =y, foly) =y—1,f3(y) =y +1
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are the iterated functions,
111

333
is the probability vector, if the particle is at any one of the points 2, 3,4 before moving.

P = {pl,P2,P3} = {

P = {p17p27p3} - {0707 1}

is the probability vector, if the particle is at the point 1 before moving.

P = {plap2ap3} = {Oa 1>O}

is the probability vector, if the particle is at the point 5 before moving. It’s quite easy to know, (,e{1,2,3}
which is determined by X (n) = i, so it is a finite homogeneous Markov chain based on IFSP due to Proposition
3.2.

Secondly, we can let X (n) =i be the particle is at point 7 at time t =n (i = 1,2,3,4,5,n =0,1,2,--+).
Then {yn, (n > 0)} is a random sequence, and the state space is £ = {1,2,3,4,5}. Thus, X(n) =1 is also a
finite homogeneous Markov chain, owing to

P{X(m+1)=jlA, X(m) =i} = P{X(m+1) = j| X (m) = i}

1, iflj—i=1,i=1,5,
0, otherwise,

where A is known as any one event, which is determined by X (0),--- , X (m — 1).
Finally, we will give the transition probability matrix (one step) of {X(m)} in the following.

T0 1 0 0 07
1 1 1
3 33 00
1 1 1
1 1 1
00 35 3 3
000 1 0

It not difficult to obtain the transition probability matrix (two step) of {X(m)} in the following.

Lh 0 0]
555 35 0
PO=p) =15 5 35 5 3
EERE
IXEER)

4 The ergodic property for IFSP

The development of the physical system can be regarded as a random process from the viewpoint of a
quantitative relationships. The physical system always reaches equilibrium after a period of time, if there
is no significant change in the reasons affecting the development of the system. It is of great significance
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to expose the internal law of this phenomenon with mathematical theory. This law is called ergodicity in a
random process. More specifically, The ergodic property is to study the limit case of transition probability
pgn), for m — oc.

“Recurrent” is an important concept in the Markov chain. We can use it to further reveal many charac-

teristics of the state. For the state j, we can pull-in random variables
F; = min{m : X(m) = j,(m > 1)},

It indicates the time when the system enters the state j for the first time. If the set on the right of the above
formula is empty (i.e. for any m > 1,Y (m) = j ), we stipulate min¢ = +oo, and let

g = P{F; = m|X(0) = i},m > 1,

be the probability that the system first reaches state j after m steps from state i. Now, we let
95 =Y g, =Y P{F; =m|(X0) =i}
m=1 m=1

= P{F; < +00|X(0) = i},

be the probability that the system will arrive sooner or later reaches state j from state 7. In particular, g;;
means the probability that the system starting from state j and returning to state j sooner or later if ¢ = j.

Definition 4.1. [18, 20, 23] The state j is said to be recurrence, if g;; = 1; The state j is known as
non-recurrence (or transience), if g;; < 1.

Definition 4.2. [18, 20, 23] The greatest common divisor T" of the positive integer set {m : m > 1, pg-;-n) > 0}
is said to be the period of state j for state j, if the set is non empty. The state j is called periodic, if T" > 1.
The state j is known as aperiodic, if 7" = 1. The period of the state j cannot be defined, if the positive

integer set {m : m > 1,p(m

) .
;i > 0} is an empty set.

Remark 4.3. Given recurrence state j, owing to
9jj = P{Fj < 400} =1,

this shows that starting from state ¢ must return to itself. We can further subdivide the recurrence state,

because of
()
m
%= 95 =1
m=1
thus g](-;n) is a probability distribution. We can describe this phenomenon with mathematical expectation, i.e

vi=> mg™ =" mP{F; = m|X(0) = j}
m=1 m=1

= E{F}|X(0) = j}.

It not hard to get v; > 1, which signifies the mean of times (or steps) that the system starting from state
J and also returning to state j. The state j is said to be positive recurrence, if v; < +00. And the state j
is known as null recurrence, if v; = +oco. Then the aperiodic and positive recurrence state is called ergodic
state.
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Lemma 4.4. [18, 20, 23] Let j be a recurrence state and its period is T, then
T
A p =

The right end of the equation is equal to zero when v; = +oo. Most notably, the necessary and sufficient
condition of the positive recurrence state j is

lim pg-T) > 0.

m—0o0
Definition 4.5. [18, 20, 23] For the state i and j, if there exists m > 1 satisfy pg»n) > 0, i.e., Starting from
the state 7, after certain m steps, it can reach the state j. Then it is called the state i can reach state j,
denoted by ¢ — j. Then, the state ¢ and j are said to be interlinked, if j — ¢ hold simultaneously. A chain
is called irreducible, if any two states are interlinked in this chain.

Based on the above definitions and lemma, we will investigate the ergodic property for Markov chain
{Cn, (n > 0)} in next.

Theorem 4.6. Let {(,, (n > 0)} be the random variable sequence which is determined by the random iterative
sequence {yn, (n > 0)} in the IFSP. Then {(,, (n > 0)} is an irreducible ergodic chain.

Proof. Let {1,2,---, N} be the state space of random variable sequence {(,,(n > 0)}, j is an any state
in the state space{1,2,---,N}. According to the iterative process in IFSP, it is obvious that the positive
integer set {n :n > 1, p§?) > 0} is an empty set, and its greatest common divisor is 7' = 1. Therefore, the
state j is called aperiodic owing to Definition 4.2.

Next, we will show the state j of the random variable sequence {(,, (n > 0)} is a positive recurrence. It is
not difficult to verify that the upper limit of transition probability of the state j returns to itself after n-step
iteration is always greater than zero. i.e.

Tim p!” > 0.
n—oo JJ

This completes the proof due to Lemma 4.4. Thus the state i of the random variable sequence {(,, (n > 0)}

is ergodic.
Finally, we obtain the state i and j are interlinked, for Vi,j € {1,2,--- N} , by the arbitrariness of
iteration in IFSP. i.e.,
L J.
It shows this chain is irreducible. Therefore, {(,, (n > 0)} is an irreducible ergodic chain. [

5 The distribution property for IFSP

The law of probability distribution is used to describe the random value of probability variables. The
stationary distribution is an important type of probability distribution, which has a certain kind of invariable
property. It is often used to describe some characteristics of Markov process. In this section, we will consider
the relationship between IFSP and Markov chain through the property of stationary distribution. The
definition of stationary distribution in Markov chain and some properties will be given in the sequel.

Definition 5.1. [18, 20, 23] A probability distribution {u;,j € E} is called stationary in the homogeneous
Markov chain, if it satisfies
uj = Zuz‘pija.j € F.
el
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Remark 5.2. For the stationary distribution {u;}, if n > 1 is integer number. It not difficult to verify the
following equation hold
uj = Zuipz(?),j ck
il
Therefore, the initial distribution of the homogeneous Markov chain is stationary.

In the light of the ergodic in the previous section, the Markov chain {y,, (n > 0)} is known as ergodic, if
there exists a constant 7m; which be independent of 7 such that the following equation, for all state ¢ and j of
the homogeneous Markov chain {y,, (n > 0)}.

lim p@

= T;.
n—oo- Y J

It means the probability of transferring to the state j is approach to a constant 7; no matter what state the
system starts, if the “transition step” n is large enough. We will give an important property related to the
constant 7; in the next lemma.

Lemma 5.3. [18, 20, 23] Let {yn, (n > 0)} be a finite homogeneous Markov chain (without losing generality,
we can set the state space E = {1,2,--- ,N}). The Markov chain is ergodic, if there exists positive integer t
for all state i and j satisfy

pl(-;-l) > 0.

(n)

Therefore lim,, s pi;l = 7;, where the constant ; is independent of i. Moreover, m;(j € {1,2,--- ,N}) is
the unique solution in the following formulas

N
71-] :ZWZijv ]E {1727 7N}7
i=1

if it satisfies the conditions

N
™ >0, jef{1,2,--- N}, Y m=1
j=1

In the next theorem, we will discuss the distribution property of random iterative sequences based on
IFSP.

Theorem 5.4. Let {(,, (n > 0)} be the random variable sequence which is determined by the random iterative
sequence {yn, (n > 0)} on the IFSP. The state i,5 € {1,2,--- , N} are any two states of the state space. Then

the limit distribution of transition probability pg-L) s a stationary probability distribution, if the state i transfers
to the state j after n-step iteration.

Proof. {(,,(n > 0)} is an irreducible ergodic (aperiodic and positive recurrence) chain owing to Theorem
4.6. Then we will obtain the following equation through Lemma 5.3.

m ™= L
lim py; =5 jef{Ll,2,--- N}

where wi is similar to 7; in Lemma 5.3. On the other hand, according to Definition 2.7 we get
J

N
>owy =1
j=1
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Through the C-K equation

(u+v)
Dij szk pk;

Without loss of generality, let 4 = m, and v = n. Then if m — oo, we gain

N

1 1. m .
7 k=1

Thus d)i is a stationary distribution. We will proof it is also a probability distribution. Also let n — oo, we
J
have

A
=> (-—)=), je{Ll,2,--- N} (12)

Therefore, the limit of pl(]), e {- b7 j € {1,2,--- | N}} is a probability distribution. This completes the

proof. ([

6 The decomposition of state space for IFSP

The state space is an important concept in Markov process. The system state and the minimum number of
variables in the system can be determined by the ordered set of variables known as the state. Therefore, the
set of all possible states in the system constitutes a state space. It can considered to be the space with state
variables as the coordinate axis. In this section, we will make a new state space that has a little different
from the above, then extend the related properties of the Markov process to the IFSP.

Definition 6.1. {Y; P; f1, fa, -+, fn} is an IFSP, then

E:{y:an(yn):yane{0’1727”'}}

is the state space based on IFSP, where {y,, (n > 0)} is an random iterative sequence related to IFSP.

Definition 6.2. The subset D of the state space E based on IFSP is called a closed set, if the state inside
D cannot reach the state outside D. i.e., p;; =0, forany i € D, and j € E — D.

As can be seen from the above definition, once the particle enters a closed set, it will always move in it
and cannot reach the outside, denoted by
pi; =0,n > 1.

It not difficult to find FE is the maximum closed set, and the minimum closed set is compose by all absorption
state j, i.e. pj; = 1.
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Proposition 6.3. A is the minimum closed set, if A is the attractor of a HIFS.

According to Theorem 2.4, if A is the attractor of a HIFS, it can be deduced that once the random
iterative sequences y(n) enter to the attractor A, it can not get out. i.e.,

Pij:O,ieA,jEE—A.

Proposition 6.4. Let {Y; H; P; fi, k € {1,2,--- ,N}} be a HIFSP, if A is the minimum closed set based on
it, then for any yo € Y, let Yny1 = fe,(yn),n € {0,1,2,---}., where P(¢, = 1) = p;,i € {1,2,--- ,N}, there
exists n* = n*(e) and k* = k*(g), for any € > 0, such that if n > n* and k > k*, we have

P{h({ynvyn-i-la' o 7yn+k},A) < 6} >1—e.

Proof. A is the minimum closed set based on a HIFSP in the above proposition, it not difficult to verify A
is an attractor based on the HIFS in nature. Therefore, according to Theorem 2.5, the relationship between
the minimum closed set A and the random iterative sequence Y (n) can be obtained as follows.

P{h({yTL?yTH-l)' T 7yn+k};A) < 5} >1—c¢.
]

Definition 6.5. [18] The closed set D is said to be irreducible, if D does not contain non empty true closed
sets. The Markov chain {Y(n),(n > 0)} is an irreducible chain, if its state space E is an irreducible set.
i.e.there are no non empty sets except E. Otherwise, it is a reducible chain.

Proposition 6.6. Let the random variable sequence {(,,(n > 0)} be determined by the random iterative
sequence {yn, (n > 0)} based on the HIF'S, then {(,, (n > 0)} is an reducible chain. Otherwise, {(,,(n > 0)}
s an irreducible chain.

In virtue of Definition 6.1, F = {y : f¢.(yn) = y,n € {0,1,2,---}} is the state space based on IFS. If
the IFS is hyperbolic, then A C FE is the attractor of IFS. Therefore F has non empty true closed sets. so
{Cn,(n > 0)} is an reducible chain. On the other hand, if the IFS is not hyperbolic, {(,, (n > 0)} is an
irreducible chain.

Proposition 6.7. Let the random variable sequence {(n, (n > 0)} be determined by the random iterative
sequence {yn, (n > 0)} based on the HIFSP. If {(,, (n > 0)} is an reducible chain, then there exists n* = n*(e)
and k* = k*(e), for any € > 0, such that if n > n* and k > k*, we have

P{h({ynvyn-l-l, T 7yn+l<:}a A) < 5} >1—¢,
where A is the attractor of the IFS. Otherwise, {(n, (n > 0)} is an irreducible chain.

Proof. The key to solving proposition is to ascertain the relationship between the attractor of the IFS and
the random iterative sequence Y (n). Similar to the above, we get the following formula.

P{h({yn,ynH, te 7yn+l<:}a A) < 5} >1—e.
Therefore, the conclusion of the proposition is tenable. O

Lemma 6.8. [/8] The homogeneous Markov chain is called irreducible, if and only if any two states in its
state space are interlinked.

Proposition 6.9. Let the random variable sequence {(,,(n > 0)} be determined by the random iterative
sequence {yn,(n > 0)} based on the IFSP. {(,, (n > 0)} is an reducible chain, if the IFSP is hyperbolic.
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Proof. If TFSP is hyperbolic, we can deduce that the IFSP must have a attractor A. Then there exists an
n*, such that if n > n*, we have z,, € A. That is to say, the random iterative sequence {y,} can not get out
of A, if n > n*.

Now we suppose E is the state space of the IFSP, if j € A;i € E — A, it not difficult to get i — j is
true, and j — i is not true. i.e. the states A and E — A are not interlinked. Therefore, {(,,(n > 0)} is an
reducible chain due to Lemma 6.8. O

Remark 6.10. The random variable sequence {(,, (n > 0)} are determined by the random iterative sequence
{Yn, (n > 0)} based on the IFSP. It is not difficult to verify that {(,, (n > 0)} is an irreducible chain, if the
IFSP is not hyperbolic.

Lemma 6.11. [/5] The equivalence class E(i) is irreducible, if it is a closed set.

Theorem 6.12. Let E be the state space of an IFSP. Then it can be decompose of mutually disjoint subsets
which are the union of the finite(or countable) of states G, Dy, Da,---. i.e.,

E=G| D\ D2 J -, (13)

where G is the set that compose of the all non-recurrence states, and every Dyp(n =1,2,---) is the closed set
that compose of the recurrence states.

Proof. Let F be the set that compose of all the recurrence states based on the IFSP, and G = E — F be
the set that compose of all the non-recurrence states based on the IFSP. Take ¢; € F' arbitrarily, denoted by
Dy = E(i4).

Now, let any j € E(i1),k € E, if j <> i, then j and ¢ are interlinked, thus k¥ € E(iy), D1 = E(i1) is a
closed set. Therefore, D; is an irreducible closed set owing to Lemma 6.11.

Finally, take any iy € F' — D1, denoted by Dy = E(i3). D2 can be verified is an irreducible closed set as
above. Go on like this, we get Dy, Do, D3, - -, and all of the recurrence state closed sets {D,} are mutually

disjoint.Moreover,
F=D1JD,|JDs| -

This completes the proof. O
Example 6.13. Let Y x Z = [0,1] x [0, 1],

o . )
y|_ 20] y]
fl_Z_ [0% Bk
11 1
rl2]=18 3L )
N ;
slr]=18 2] [Y) L)

and P = P, = P3 = 1/3, we can construct a HIFSP, denoted by {Y; P; f, k € {1,2,3}}. The attractor A of
{Y; P; fr,k € {1,2,3}} is called Sierpinski right triangle in fractal theory.

Through the above analysis, Sierpinski right triangle is the minimum closed set of {Y; P; fx, k € {1,2,3}},
and it is irreducible. Let E be the state space of {Y; P; fx, k € {1,2,3}}, then it can be decomposed of

E=AlJE- 4,

where A is the minimum closed set that compose of the all recurrence states, and £ — A is the set that
compose of the non-recurrence states.
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7 The Markov characteristics for ITFSP

We have investigated the Markov characteristics for IFSP in the above sections, and obtained many interesting
results. However, these results are based on finite state space. That is to say, the iterative functions in the
iterated function system (IFS) must be finite. We will study further what Markov characteristics will emerge
if the iterative functions in the iterated function system are changed to denumerably infinite in the sequel,
which also leads to denumerably infinite state space. The definition of IIFSP based on IFSP will be given
first.

Definition 7.1. Let {Y; fi,k € {1,2,--- ,N,---}} be an IIFS, P = {p1,p2,--- ,pnN, -} is a probability
vector, where p; > 0 foralli € 1,2,--- ,N,---, and)_>°, p; = 1. We have P((, = i) = p; for the independent
random variables sequence (1,2, ,(n, -+, where i € {1,2,--- |N,---},n € {1,2,3,--- }. Then it is called
infinite iterated function system with probability (IIFSP),denoted by {Y’; P; fx,k € {1,2,--- ,N,--- }}.

Corollary 7.2. Let the random variable sequence {(,(n > 0)} be determined by the random iterative se-
quence {yn, (n > 0)} based on the IIFSP, then {(,, (n > 0)} is an infinite homogeneous Markov chain.

Corollary 7.3. Let {(,, (n > 0)} be the random variable sequence which is determined by the random iterative
sequence {Yn, (n > 0)} in the IIFSP. Then {(y, (n > 0)} is an irreducible ergodic chain.

Corollary 7.2 and Corollary 7.3 are the important extension of Proposition 3.2 and Theorem 4.6. The
proof thought and process are also similar to the previous two theorems. Therefore, we omit the proof of
Corollary 7.2 and Corollary 7.3 here.

Theorem 7.4. Let {(,, (n > 0)} be the random variable sequence which is determined by the random iterative
sequence {yn,(n > 0)} in the IIFSP. i,j € Z* are any two states in the state (positive integer) space of
{Cn, (n>0)}, where ZT ={1,2,--- ,N,---}. Then the limit distribution of transition probability pg;-]) is said
to be a stationary probability distribution, if the state i transfers to j after n-step iteration.

Theorem 7.4 are an important extension of Theorem 5.4, but the proof thought and process is different to
Theorem 5.4. We will give the detailed proof process in the following.

Proof. Similar to Theorem 5.4, {(,,(n > 0)} is an irreducible ergodic (aperiodic and positive recurrence)
chain owing to Theorem 4.6. Then we will obtain the following equation through Lemma 5.3.

m_ 1 s
nh_)mpu —wj,]GZ.

On the other hand,

N 00
ICEDSED RS
= J=

jeZ+

Let n — oo, and N — oo, then we get
>
oy S
According to the C-K equation again, we have

(pt+v)
Zplk’pkj—zpzkpkj = Py :
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Without loss of generality, suppose u = m, and v = n, and let m — oo, and N — oo, then we get

(L L .
;(W)p’” <5 IR AR (14)

We will prove the equal sign of the above formula is also true by means of counter evidence for j,n € ZT in
the sequel. Suppose for some j or n, the equal sign of the above formula does not hold, then we get

k=1 ko k;:l

o0 o0

ZZ L <Z
j:lk:l

This is a contradiction. Thus, for all j,n € Z7, the equal sign hold, i.e.,

I &1 .
k=1 'k

Thus w% is a stationary distribution. We will proof it is also a probability distribution. The following
inequality hold due to the above equation.

N 1 1 N 1T > 1
,;(W)pkj < 7 < ;(W)pkj + k%l(%)

’l)Z)‘7 1 d]k n—oo
1.1

= (7)77 j€ z*
Pl

Therefore, the limit of pz(.;”), ie. {w%, j € ZT} is a probability distribution. This completes the proof. O

Corollary 7.5. Let E be the state space of an IIFSP. Then it can be decompose of mutually disjoint subsets
which are the union of the finite (or countable) of states G, Dy, Da,---. i.e.,

E=G| D\ D2 J -, (16)

where G is the set that compose of the all non-recurrence states. And every Dp(n = 1,2,---) is the closed
set that compose of the recurrence states.

The proof process is similar to Theorem 6.12, we omit the proof here.
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8 Conclusions

In this article, we research the Markov Characteristics for IFSP and ITFSP through interlink, period, recur-
rence and some related concepts and properties on the basis of predecessors’s work. Then, there are four
important results are obtained as follows:

1. The sequence of stochastic variable {(,, (n > 0)} is a homogenous Markov chain.

2. The sequence of stochastic variable {(,, (n > 0)} is an irreducible ergodic chain.

3. The distribution of transition probability pg-l) based on n — oo is a stationary probability distribution.

4. The state space can be decomposed of the union of the finite(or countable) mutually disjoint subsets,
which are composed of non-recurrence states and recurrence states respectively.

In the future, we can further study IFSP by some important theories in stochastic processes and fuzzy
fractal, such as martingale theory, Poisson process, renewal process et al. These studies will not only enrich
the fractal theory, but also enhance the relationship between random fractal and real life.
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