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Abstract 

Fuzzy clustering methods are conveniently employed in constructing a fuzzy model of a system, but they need to tune some parameters. 
In this research, FCM is chosen for fuzzy clustering. Parameters such as the number of clusters and the value of fuzzifier significantly 
influence the extent of generalization of the fuzzy model. These two parameters require tuning to reduce the overfitting in the fuzzy model. 
Two new cost functions are developed to set the parameters of FCM algorithm properly and the two evolutionary optimization algorithms, 
i.e. the multi-objective simulated annealing and the multi-objective imperialist competitive algorithm, are employed to optimize the 
parameters of FCM according to the proposed cost functions. The multi-objective imperialist competitive algorithm is the proposed 
algorithm. 
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1. Introduction 

The model of a nonlinear system can be obtained 
mainly by two methods: a global model can be obtained by 
finding and understanding the common relationship 
between all inputs and outputs of the system, and a local 
model of the system is obtained by describing input-output 
relations for a set of regions of input space by a simple 
function [1]. The relations in each partition of the input 
space can be expressed by a rule. Fuzzy Logic is suitable to 
describe the input-output relations by fuzzy rules with 
smooth transitions between the partitions [24, 25]. Fuzzy 
logic is preferred because it can combine linguistic models 
with qualitative models [2]. The two main processes in 
constructing a fuzzy model are the structure identification 
of the system and the parameter identification for the fuzzy 
model. Structure identification involves selection of 
suitable inputs and output and selection of type and number 
of fuzzy rules which splits the input space into regions. 
Parameter identification is involved in describing 
membership functions of the fuzzy rules. Some methods 
are proposed for structural and parameter identification of 
fuzzy models, where fuzzy clustering can do identification 
process in a rapid-prototyping approach [1, 21, 22]. The 

unsupervised learning ability of Fuzzy C-Means (FCM) 
clustering method and several kinds of cluster validity 
indices provide simple methods for approximate structural 
and parameter identification of the fuzzy models [3, 23, 20, 
1]. Bezdek’s FCM partitions a data set into C fuzzy clusters 
according to their similarities to the fuzzy mean of each 
cluster by a distance measure defined on data vectors [3]. 
So after vectors are scored for each cluster by their distance 
any fuzzy inference engine can be applied [1, 26]. 
Inference of clusters is based on the distance between input 
vector and centers of clusters; so determination of number 
of clusters is an important issue. Methods of determination 
of proper number of clusters were already proposed by 
some researchers based on various criteria [1, 2, 3, 5, 6, 7, 
8].  

The proposed algorithm in this paper modified the 
criteria of structural parameter determination to reduce 
overfitting. The validity of the proposed criteriais tested 
using Evolutionary Multi Objective Optimization 
Algorithm (EMOOA) in determining the optimum 
structural parameters for FCM based system modeling.  

This paper is organized as follows: Section 2 explains 
fuzzy sets and modeling. Section 3 explains FCM 
algorithm and importance of the parameters in FCM 
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algorithm. Section 4 explains evolutionary multi-objective 
optimization and two kinds of these algorithms (simulated 
annealing and imperialist competitive algorithm). Section 5 
presents the proposed algorithm to improve FCM in 
reducing the overfitting. In Section 6, some metrics for 
comparingthe two aforementioned evolutionary algorithms 
are presented and experimental results of each evolutionary 
algorithm are presented. 

2. Fuzzy Sets and Modeling 

A Fuzzy Set is characterized by a membership function 
which associates with each point in space of points a real 
number between 0 and 1 [24]. In other words, each point x 
in a fuzzy set A is represented by a value between zero and 
one and this value explaind how much point x belongs to A 
[25].  

Let a system with uncertainty have the input output 

relation y = fs(x), where yR , and yRnX. A fuzzy 
system represents the knowledge related to inputs and 
output by nC fuzzy rules R1, …RC which are expressed in 
the form 

:iR If (xk,1isrAi,1) and … and (xk,nXisrAi,nX) then  

( *
,k iy isrBi). 

Where yk=fs(xk) is an observation vector (xk, yk) of the 
system; xk,j  is the jth variable of xk;  Ai,j  is the 

membership function of the fuzzy set for the jth variable in 
the i’th rule, which determines a fuzzy number for the j’th 

variable of input space; *
,k iy  is the estimate of yk=fs(xk) by 

Ri; the operator “and”  denotes the t-norm operation 
between two membership values; and “isr”  denotes the 
belonging of an object into a fuzzy set. 

Fuzzy logic is a suitable medium for modelling and 
when the model becomes complete, it can produce 
estimates of output for an input outside the training data. 
This ability is named as generalization and disability of 
system for this aspect is called overfitting. In other words, 
overfitting means the model approximates the system by 
available data correctly, but it is not able to produce proper 
results for verification data [18, 19]. Reducing the 
overfitting is based on tuning the parameter of system, and, 
the most significant two parameters in fuzzy clustering 
(FCM) are number of clusters C and value of fuzzifier (m). 
The aim of this paper is proposing a method to deal this 
problem. 

3. FCM Algorithm 

The FCM algorithm scores each data vector xi = (xi,1, … 

, xi,k) Rk in the data set {x1, x2, …, xN} into C clusters 
according to a distance measured by solving the cost 
function [6]: 

minJm(U, V) = (U, V)m dist2(xi, va)    

ua,i
 [0, 1];  a = 1, …, C;  i I 

1

C

a Ua,i= 1;  0 <
1

N

i Ua,i< 1 

(1) 

 

where U=(ua,i)RC.N  is the partition matrix, also called 

the fuzzy-membership matrix; V = (va,k) RC.k is the matrix 

of cluster centers, va is the center of ath cluster; dist(xi, va) is 
the distance between vectors xi  and va. The scalar m>1  is 
called fuzzifier or fuzzification power , and it determines the 
fuzziness of clustering. If m is closer to 1 then Ua,i  tends to 
crisp values {0, 1}, and, if m is large then Ua,i  tends to 
distribute gradually in interval [0, 1]. 
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Mostly Euclidian distance is preferred in clustering real 
data sets: 
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Getting the optimum solution for (1) is difficult [6]. A 
deterministic algorithm is proposed by some researchers 
[15, 16] to solve this optimization problem, which might 
fail to get the global optimum. An alternative solution for 
FCM algorithm is defined by [5]. Some researchers 
propose a method to specify the appropriate number of 
clusters [7, 8, 9]. In [2], it is proposed that clusters will 
provide the following two features: minimum inside 
variance (variance of vectors in that cluster) and maximum 
outside variance (variance between clusters). Another 
concept to be satisfied by the clusters is maximization of 
the average of membership values. The average of 
membership values is calculated through dividing sum of 
membership values of all data in a cluster by the number of 
data in that cluster [5]. Clusters which have low average of 
membership value are merged to the clusters to obtain 
higher average membership values. For this reason, authors 
proposed a formula for scoring the clusters: 
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In [17], these aspects are stated in other words and it is 
said that optimal partition of data into subgroups were 
based on three requirements: (i) clear separation between 
resulting clusters; (ii) Minimal volume of clusters; (iii) 
Maximum number of data points concentrated in the 
vicinity of the cluster centroid. These aspects are defined 
based on the concept of partitiondensity which is defined 
by:  
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andh(k | Xj) is the probability of selecting the ith cluster 

given the jth feature vector. The average partition density is 
calculated from: 
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where ,1

N
i i jj

S U  .  

In [9], these aspects are redefined as similarity and 
dissimilarity between clusters. 

Overfitting occurs when clusters do not contain 
sufficient data vectors. In other words, inappropriate 
number of clusters cause overfitting; so for reducing the 
overfitting, an adaptation number of clusters is required. 
The process for adaptation number of clusters must follow 
conditions and formulas as stated above. 

4. Evolutionary Multi-Objective Optimization 

Multi-objective optimization algorithms (MOO) are 
necessary when multiple cost functions are considered in 
the same problem. The aim of MOO is tuning the decision 
variables to satisfy all objective functions Fi to optimum 
value. This class of problem is modelled by [10] 

Optimize[F1(X),ڮ,Fk(X)] 

 Subject to:  gi (X) ≤ 0, hj(X)=0;  i=1,ڮ,m ;j=1,ڮ, p; 
(9) 

 

 

wherek is the number of objective functions, X is the 
decision vector, m is number of inequality constraints and p 
is number of equality constraints.  

This goal causes differences between these algorithms 
and their ancestor single-objective optimization, which is 
based on concept of best, while the multi-objective 
optimization uses the concept of dominance. Dominance is 
defined in [10]: 

   
   

1 1, , , ,

          iff 1, , ; , 1, ,

k k

i i j j

U u u V v v

i k u v j k u v



   

 
  

 ٍٍ
(10) 

In other words, a vector U


of variables dominates 

another vector of variables V


 if and only if U


 can reach 
the optimal value for some criteria without causing a 
simultaneous non-optimal value for at least one criterion. If 
two vectors cannot dominate each other, they are called 
non-dominated vectors. 

Many researchers proposed approaches for solving 
multi-objective problems by evolutionary methods [10, 11, 
12, 13]. In this paper, multi-objective imperialist 
competitive algorithm (MOICA) and multi-objective 
simulated annealing (AMOSA) are considered. 

A. Imperialist Competitive Algorithm (ICA) 

Imperialist Competitive Algorithm (ICA) starts with an 
initial population (random solutions) which is called 
countries [28, 29, 30, 31]. Colonies are partitioned to 
empires. The cost or fitness of a country represents its 
power. In each empire, the country with the highest power 
is called imperial, and all remaining countries are called 
colonies. The total power of the empire is the sum of the 
powers of all countries in that empire. At each generation, 
the power of the countries is evaluated, and the imperial of 
an empire may change if one of its colonies enrich a power 
higher than the imperial. Each imperial absorbs colonies of 
other empires based on its power until the termination 
criterion of algorithm is satisfied. This imperialist 
competition results in the best collection of countries, 
which corresponds to a solution for a single-objective 
problem.  

B. MultiObjective  Imperialist  Competitive  Algorithm 
(MOICA) 

Multi-objective ICA requires keeping the non-
dominated solutions in a list which is called archive. There 
are two important points (i) the algorithm must keep all 
non-dominated solutions in an archive to preserve from 
diversity. (ii) the algorithm must avoid deterministic 
methods to discover large number of non-dominated 
solutions.  Instead of deterministic movements, using 
random movements helps the algorithm to escape from 
local optimum and increase the chance of reaching the 
global optimum. Therefore, it is better to construct the next 
population randomly from the archive or from the current 
population by a probabilistic method. 
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The first step is generation of population. Let Nempire be 
the initial number of empires, which may be changed 
during the process; Ncountry be the number of countries and 
Nvalues be the number of values for each country. The 
population of of size (Nempire .Ncountry .Nvalues) is randomly 
generated in a 3-dimensional matrix. 

The second step in MOICA is evaluation of countries. 
The cost of each country is calculated using the value of 
that country according to an objective function; so if there 
are Nobject objective functions in the problem and kth value 
of country is presented by valuek and cost of jth  country for 

ithobject function is represented by costij, the total power of 
jth country is an array and calculated by:  

powerj =cost1j(value1,…,valuen) +…+ 

cost1j(value1,…,valuen) 
(11) 

 

In the third step, the state of each country (colony or 
imperial) is decided. Countries are partitioned into Nempires 
regions. In each empire, countries which are dominated 
(according to their power) by the other one are set as 
colony. The method for selecting imperials is randomly and 
probability for wining of each country in this process is 
based on dominance count. A non-dominated country is 
selected as imperial by probability  

P(imperial) = Scount  / Scountry , (12) 

 

Where, Scount  isthe number of countries which is 
dominated by candidate imperial and Scountry is the total 
number of countries in the empire. The remaining countries 
in the empire are set as colonies. If there is no non-
dominated country in an empire, all countries become a 
colony. After that, the powers of all colonies are added to 
power of imperials, with the probability of imperial. A 
copy of the non-dominating imperials of each empire is 
kept in the archive.  

In the fourth step, all colonies in all empires move 
toward the power of their imperials. For this assimilation 
policy, some random values (equal to Nvalues) between 
{0,1} are selected and the multiplication of these numbers 
to difference between power of all countries and power of 
their imperials is added to their latest power. 

In the fifth step, the power of countries is re-evaluated 
and then the imperials are selected once again by the same 
procedure explained at the previous step. According to 
MOICA policy, all empires try to take the possession of 
colonies of other empires and control them. The weakest of 
all countries is colonized by the most powerful imperial.  
The number of countries which dominates a particular 
country determines the weakest colony, which is colonized 
by the most powerful imperial. The most powerful imperial 
is decided according to number of countries it can 
dominate. 

C. MultiObjective Simulated Annealing (AMOSA)  
The basic concept in Simulated Annealing is evolution 

of the solution by simulating the decreasing temperature 
(tmp) in a material, where the higher the temperature means 
the higher the modification of the solution at a generation. 
If the temperature of a hot material decreases very fast, its 
internal structure may diverse and the material becomes 
hard and fragile. Decreasing the temperature slowly yields 
higher homogeneity and a less fragile material. Evolution 
of the solution is carried at specific temperature profiles. At 
the first iterations, a diverse set of initial solutions for the 
problem is produced at higher temperatures. And these 
solutions are evolved while the temperature decreases to 
get their local optimums. In multi-objective situation, there 
are non-dominated solutions which must be kept in the 
archive, as a candidate of optimal solution.  

Along the runs of AMOSA algorithm, there are two 
solutions: current-so and new-so. They can have one of 
three states compared to each other: i- current-so dominates 
new-so, ii- current-so and new-so are non-dominated each 
other and iii- new-so dominates current-so.  

If new-so is dominated by current-so, there may be 
solutions in the archive which dominates new-so. New-so 
is accepted to the archive by the probability  

 
1

1 exp .
p

tmp


  (13) 

 

Where ∆ is differencing between new-so and other 
solutions which dominate new-so 

1

k
ii

k

  
 


 (14) 

 

Solutions can escape from local-optima and reach to the 
neighbour hood of the global-optima by this probable 
acceptance.  

If new-so is dominated by some solutions in the 
archive, (14) is modified to: 

1

1

k
ii

k
 

 


 (15) 

 

When new-so is non-dominated with all members in 
archive, then new-so is set as current-so and it is added to 
the archive.  

If new-so dominates some solutions in the archive, then 
new-so is set as current-so and it is added to the archive and 
solutions in the archive which are dominated by new-so are 
removed.  

If new-so is dominated by some solutions in the 
archive, then (13) is changed to:  
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1

1 exp
p 

 
 

(16) 

 

Where ∆  is the minimum of the difference between 
new-so and dominating solutions in the archive. New-so is 
set as current-so with the probability (16). If new-so is non-
dominated by all solutions in the archive, it is set as 
current-so and added to the archive. If new-so dominates 
some solutions in the archive, it is set as current-so; it is 
added to the archiveand all dominated solutions are 
removed from the archive.  

5. Factors in Reducing Overfitting in FCM 

To reduce overfitting requires having sufficient data 
vectors in each sub-region of input space. A rule describes 
the relation between the input(s) and output(s), and each 
cluster describes a sub-region.  

Our first criterion is variance and it states that “to 
reduce overfitting, each cluster shall have sufficient number 
of data vectors to minimize the variance of the data vectors 
in the clusters”. A high variance of data vectors in a cluster 
means that there is dispersion between the observations at 
that locality which results in a confusing cluster center.  

Our second criterion is divergence and it states that “the 
number of clusters helps to reduce overfitting if the value 
of divergence is maximized”. 

The volume of clusters in the model is based on the 
definition of the mean of clusters. 

1

1 K
clusters kk

v
K

  
 

(17) 

 

In (17), K is the number of clusters and vk is the cluster 
centers. Convergence of each cluster can be defined as 
(18).  
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Where, uj,i
m  is defined by (2), N is number of feature 

vectors and vi is cluster center of the ith cluster. We define 
the divergence of the model by  
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(19) 

 

An appropriate number of clusters, C, and the proper 
value for fuzzification power, m, can be solved by a multi-
objective optimization as (20) according to (18) and (19).  

optimum [ C(N,m), D(N,m) ] (20) 

 

So there are two criteria for proper clusters and these 
criteria must be noted in the first stage of FCM algorithm. 
In this paper, two multi-objective optimization algorithms 
are used to collect these measures for decision making; so 
the basic algorithm of FCM is modified to choose suitable 
numbers of clusters and fuzzifier by evolutionary 
optimization algorithm. 

6. Experimental Results 

The proposed objective functions for reduction of the 
overfitting is tested on three data sets which are obtained 
from [27] by experimental evaluation.  

a) A non-linear system with characteristic equation 

y=(1 +x1
-2 +x2

1.5 +x3 +x4 );    

where (x1≥1,  x2≤5);  and x3, x4  are dummy 

b) The measurements from a chemical plant and the 
setting of a human operator controlling this plant. 

c) The daily stock price of a stock a stock market. 

In AMOSA, for each data set, a vector of appropriate 
dimension is considered as a solution for the problem. At 
first, we need to specify a maximum and minimum number 
for the cluster centers. Equal to the difference of the 
minimum and maximum values, cells are considered in the 
solution and each cell has a binary value. If each cell is one, 
it means one unit is added to minimum number of centers. 
For example, if Nmax=10, Nmin=2  and cells assigned to 
number of centers in solution are (1 0 0 1 1 1 0 1). There 
are 7 centers in model. There is a need to specify the value 
of fuzzifier (m). Parameter m, is coded by two groups of 
binary cells, mint and mrl , where mint codes the integer part 
while mrl codes the fractional part. Two cells are 
considered to save the decimal value of these numbers, Ndec 
and mdec. Moreover, two cells keep the convergence and 
divergence, C and D, of model according to (10) and (11). 
The last cell represents the archive status of solution (in 
archive or not). So the final format for solution is: 

[Nmin ,Nmax , mint , mrl , Ndec , mdec , C,D, S] (21) 

 

Other parameters of the EOA are:  
tmphigh=10, tmplow =0, tmpdifference =0.1, max-iteration =100 

Two approaches are used to modify a solution. The first 
approach sets the binary contents of a random cell 
randomly such as converting [ 0 1 0 1 1 0 1 0 1] to [1 1 0 1 
1 0 1 0 1] by randomly determined cell position 1 to modify 
its contents randomly.  The second approach swaps the 
values of two random cells, i.e., by randomly determined 
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cell positions 1 and 7 the solution [ 10 0 0 1 1 0 0 1] turns 
to [0 0 0 0 1 1 1 0 1] . 

The data sets are normalized before the clustering by 

xn= (xxl) / (xhxl) (22) 

 

Where xh is the highest value of the variable, and xl  
is the lowest value of data. Normalization is applied on 
each input and output independently. The following 
result is produced for 3 times running this algorithm.  
(C and D are (18) and (19)) 

Table 1  
Results of AMOSA 

Data Set No. of Clusters Volume of Fuzz 

1 5 15.4 

2 4 10.3 

3 4 9.8 

 
The optimal number of clusters and the value of 

fuzzifier which are obtained in the previous stage causes to 
create 0.05 error in verification data in the first data set, 
0.001 error in the second data set, and 0.34 in the third data 
set. 

In MOICA, a 3-dimentions matrix is initiated randomly. 
In the future steps, the empires are involved in imperialistic 
competition, and then final results are produced. 

 
Table 2 
Results Of Moica 

Data Set No. of Clusters Volume of Fuzz 

1 4 15.3 

2 5 9.7 

3 3 8.9 

7. Conclusion  

In this research, two multi-objective optimization 
algorithms (AMOSA, MOICA) are used for 
optimization of some formula in FCM algorithm. The hit 
ratio for trained FCM is compared with hit ratio of FCM 
with ordinary parameters in the following table. 

Table 3 
ComparisionBetween Hit Rations 
Data Set Hit Ratio of 

AMOSA 
Hit ratio of 

MOICA 
Hit ratio of 

ordinary 

1 0.91 0.88 0.76 

2 0.89 0.93 0.79 

3 0.92 0.90 0.74 

 

Although results of using AMOSA and MOICA are 
analogous, MOICA can reach the final set of solutions in 
fewer epochs.  Instead of these algorithms, using other 

multi-objective optimization algorithms and evolutionary 
differential algorithms may be the cause of better result. 
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