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Abstract 

One of the most important issues concerning the sensor data in the Wireless Sensor Networks (WSNs) is the unexpected 

data which are acquired from the sensors. Today, there are numerous approaches for detecting anomalies in the WSNs, 

most of which are based on machine learning methods. In this research, we present a heuristic method based on the concept 

of “ensemble of classifiers” of data mining.  Our proposed algorithm, at first applies a fuzzy clustering approach using the 

well-known C-means clustering method to create the clusters. In the classification step, we created some base classifiers, 

each of which utilizes the data of overlapping windows to utilize the correlation among data over time by creating time-

overlapped batches of data. By aggregating these batches, the classifier proceeds to find an appropriate label for future 

incoming instance. The concept of “Ensemble of Classifiers” with majority voting scheme has been used in order to 

combine the judgment of all classifiers. The results of our implementation with MATLAB toolboxes shows that the 

proposed majority-based ensemble learning method attains more efficiency compared to the case of the single classifier 

method. Our proposed method enhances the performance of the system in terms of major criteria such as False Positive 

Rate, True Positive Rate, False Negative Rate, True Negative Rate, Sensitivity, Specificity and also the ROC curve. 

Keywords: Wireless Sensor Networks, Anomaly detection, Data Mining, Ensemble of Learners, Performance Evaluation. 

   

1. Introduction 

Wireless sensor networks (WSNs) are small, low-cost, 

low-energy and multi-role sensor systems that are used for 

monitoring, tracking or controlling the processes. The 

limitations of WSN nodes like memory, processing, 

consumed power and bandwidth have been a driving force 

to change the traditional computation methods in the area of 

WSN applications. Traditionally, in WSNs, the data are sent 

from different sources, called sensor nodes, to a central 

processing entity, called sink. In a dense WSN, many 

volumes of data are produced, each of which has very high 

repetition and frequency. Furthermore, local processing 

methods ignore the correlations and the dependencies among 

the streaming data [1, 2]. These could result in a waste of the 

energy and the bandwidth so that cause to have a shorter 

lifetime of the network.  

Data mining is a program-oriented process with powerful 

mathematical tools for analyzing large volumes of data 

streams. Recently, data mining approaches have been used 

broadly in order to detect the anomalies in WSNs [1, 3]. 
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Simply, the anomaly in WSN is defined as "an important 

data analysis task that detects anomalous or anomalous data 

from a given dataset.” [4]. In the following sections, we will 

explain the anomaly in details. Since the sensor data can be 

destroyed for many reasons such as reading errors, 

malfunctioning of the sensors or destructive attacks, one of 

the most important motivations for anomaly detection in 

WSNs is to provide trustable and high-quality data. Other 

motivations for anomaly detection include frequent usage in 

applications such as discrete event monitoring, climate 

change monitoring and fire detection [5, 6]. Using anomaly 

detection in WSNs also helps in predicting upcoming events 

in the area of disaster management and smart cities equipped 

with sensors of the Internet of Things (IoT). 

The main challenges concerning anomaly detection 

methods in WSNs are preventing resource limitation [2], 

Distributed data streaming, reducing false alarm rates, and 

so on. 

According to the above explanations, an efficient 

anomaly detection technique for WSNs should be able to 

detect anomalies in an online and distributed form with high 

detection precision and low false alarm rates. In this way, the 

WSN limitations could be alleviated in terms of 

communication overhead, computation complexity, and 

memory consumption [8]. In general, the significant 

limitations of current anomaly detection models are as 

following: 

Although recent anomaly detection models are designed 

for online streams, the computational cost of these 

approaches is still a challenging issue. Also, most of current 

anomaly detection models ignore space and time 

correlations among the features of WSNs’ data. The 

features’ correlations are essential for the efficiency of 

detection. Moreover, considering correlations is a critical 

factor in order to decrease the consumed power of the sensor. 

Many approaches have been presented for anomaly 

detection, among them, the online ensemble methods are the 

most efficient ones [9, 10, 11, 12]. Ensemble process aims at 

combining all assumptions concerning all anomaly classes 

for creating a new combinatorial anomaly classification. 

Usually, ensemble learners are built in two steps. At first, 

several base learners are created and then they are combined. 

We will discuss the specifications of ensemble methods in 

depth later in Section 2.  

Based on the advantages mentioned in the literature, we 

have proposed a window-based approach for anomaly 

detection. Our proposed algorithm, at first applies a fuzzy 

clustering approach using the well-known C-means 

clustering method to create the clusters. In this way, after 

determining the center of the clusters, the read-out instances 

are fed into the system and then the label of each data record 

is determined as "normal" or "anomalous". We have used 

decision tree classification method for the classification step 

to create the base learners. Then, for the ensemble of 

multiple classifiers, we have used a majority voting 

approach. We have used the concept of overlapping 

windows for ensemble step in which for each data interval, 

we create some overlapping windows. For each window, we 

have used a base decision tree learner. 

The rest of this paper is as follows: In Section 2 the 

existing anomaly detection approaches and their application 

in WSNs will be addressed. In Section 3, we will present our 

proposed approach in order to detect anomalies in WSNs. In 

this section, we present the details of C-means fuzzy 

clustering, the process of creating base classifiers with 

decision trees, and also an ensemble of learners with a 

majority voting approach. In Section 4, we will demonstrate 

the evaluation results using MATLAB toolboxes. Finally, 

we will conclude the paper in Section 5 and will address 

future research trends. 

2. Related Works 

In this section, we will proceed to explain the general 

properties of anomaly detection methods in the literature. 

Fig. 1 shows the important types of anomaly detection 

methods in the area of WSNs. Interested readers can refer to 

[13] for further readings. 

Clustering means to divide the read-out instances to some 

clusters in such a way that the instances located in each 

cluster have major similarities to each other [14]. Cluster-

based methods are explained in [4, 15, 16]. These techniques 

also called semi-supervision techniques. The core idea of 

clustering approaches in anomaly detection is that if a 
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sample doesn't belong to any of the defined clusters, it will 

be identified as anomalous [17]. 

 

Fig. 1. Major anomaly detection methods in the area of WSNs [13]. 

Another major category of data mining schemes is 

classification [18]. One of the important researches carried out 

in the area of anomaly detection in WSNs has been presented 

in [19]. This research has used Support Vector Machine 

(SVM) scheme to classify the read-out data of sensors. 

Although SVM has rather low computation cost and memory 

usage, it’s processing time increases dramatically with the 

number and volume of the read-out data. The authors of [20] 

presented a framework for collective conceptual anomaly 

detection (CCAD). This framework uses sliding window and 

sensor data history with conceptual features for detecting 

anomalous conceptual patterns in sensor data. The authors of 

[21] created a theoretical framework for sequential learning 

on cortex based on cortical and hierarchy temporary memory 

(HTM). Interested readers can refer to [10, 22] to see previous 

research in this area. 

The nearest neighbor methods use machine learning and 

data mining for analyzing data instances according to the 

proximity of the neighbors. This procedure is used for 

different aims such as classification, clustering and anomaly 

detection. In these types of schemes, any instance data which 

is located outside the vicinity of its neighbor is called 

anomalous point [23]. In paper [24], unsupervised data mining 

is used with considering neighborhood and correlation 

information. The authors of [24] have sued anomaly detection 

method to decrease the consumed energy in WSNs. 

Recently metaheuristic approaches have been used 

extensively to detect anomalies in the area of WSNs. The 

major advantage of such algorithms lies in its ability to 

reduce the time complexity of the data stream mining 

system.  The authors of [25] have proposed a framework 

inspired by the genetic algorithm that greatly reduces the 

time complexity, even for millions of records. In paper [26] 

the ensemble clustering is modeled as multi-objective 

optimization problem and then a multi-objective genetic 

evolutionary algorithm has been presented to address the 

problem. Also, interested readers can find a valuable survey 

on nature-inspired metaheuristic algorithms in [27]. 

In general, according to the above explanations, it can be 

inferred that statistic methods need exact distribution model 

and their parametric forms are not suitable for WSNs while 

their non-parametric forms are not suitable for real-time 

programs due to high computation costs. On the other hand, 

the nearest neighbor methods suffer from scalability, proper 

threshold values, and high computation cost. Clustering 

schemes suffer from issues such as reference model 

updating, communication overhead, and high computation 

complexity. Specially, multi-variable clustering methods 

have shortcomings concerning computation complexity as 

well as inefficiency due to frequent changes in read-out 

streams. Artificial intelligence methods need high memory 

for processing basic rules. Finally, classification methods 

need self-learning while facing new read-out instances as 

well as shortcoming concerning high computation 

complexity recently, anomaly detection with ensemble 

approaches has raised much attention of the researchers in 

the area of WSNs. Ensemble methods aim at combining all 

hypotheses of all anomaly classes in order to create a 

recombinant anomaly classification. Clearly, there exist 

numerous approaches in order to combine the base 

classifiers. The majority voting is the most popular ensemble 

technique, which is used in the literature ( [10] [11] [12]).  

Interested readers can refer to [28, 29] to see comparative 

studies concerning the anomaly detection techniques in the 

area of smart city WSNs. 

3. The Proposed Method 

In this section, we describe our proposed method 

based on the sliding window in conjunction with the 

concept of ensemble of classifiers. The incentive behind 
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using the concept of sliding windows is that a small 

change in read-out data (such as voltage fluctuations) 

may cause dramatic changes in system behavior. 

Moreover, we have made some minor modifications in 

the way that sliding window works to make our scheme 

agile. As stated before, According to previous 

researches in the area of multi-variable sensors, it is 

proven that using classification methods combined with 

ensemble methods such as majority voting could provide 

more efficiency in anomaly detection process in terms 

of criteria such as precision rate, speed, and so on.  

The contribution of our research lies in the approach 

by which we have used the sliding window concept. 

Using the novel idea of overlapping sliding windows, we 

have designed ensemble learners which can robustly 

react against sudden changes in sensor read-out data. 

Such an agile scheme lends itself to better management 

of the alarming system. Roughly speaking, by this 

heuristic scheme, small changes in read-out data (e.g. 

voltage fluctuations) could not result in remarkable 

changes in the behavior of the WSN system at all. Thus, 

our approach takes into account the correlations between 

consecutive intervals of read-out data. Also, with regard 

to the existence of multivariable read-out data (moisture, 

heat, light and voltage parameters) we have used the 

well-known decision tree classifier due to its high speed 

in classification. In order to reach the aim of speed and 

precision simultaneously, we have used majority voting 

ensemble approach. To the best of our knowledge, this 

research is the first attempt to explore the overlapping 

sliding windows to detect anomalies in WSNs in 

conjunction with the concept of ensemble of classifiers. 

We have used a well-known dataset which is used in 

the previous researches in [29, 30, 31]. Our proposed 

method includes two steps: our algorithm in the first step 

attempts to tag the data as “normal” or “anomalous” 

classes. To this end, we have used fuzzy clustering 

scheme using the C-means method. In this step, the 

samples according to their feature values (voltage, light, 

moisture, and temperature) are placed in one of the two 

primary clusters and are tagged as "normal" or " 

anomalous"). The goal of clustering scheme is to create 

two clusters in such a way that for each cluster the inter-

cluster similarity is more than intra-cluster similarities. 

Then, it uses the concept of sliding window to create 

overlapping batches of data. To this end, it uses a sliding 

window of length and slides it by size   to form a new 

independent base classifier. In fact, each window 

represents an independent classifier. So, by each 

movement of the window, we have a new classifier. By 

aggregating these batches, the classifier proceeds to find 

an appropriate label for future incoming instances. We 

have used the concept of “ensemble of classifiers” with 

majority voting scheme in order to combine the 

judgment of all classifiers. 

As it is well-known in machine learning literature, the 

fuzzy clustering approach convergence possibility is 

very high. Furthermore, using fuzzy clustering approach 

let each record of read-out data belong to both clusters. 

This allows the designer to flexibly decide about the 

membership degree of each instance to each of the two 

clusters. Therefore, in this algorithm, error correction of 

instances is much easier than K-means algorithm. In 

[32], a thorough comparison between C-means fuzzy 

clustering and older algorithms such as K-means is done. 

At the end of the clustering step, every instance will 

have a class label as “normal” or “anomalous”. Now, the 

classification step starts. Our main contribution lies in 

this step, where we have used “decision tree” as base 

classifiers and “majority voting” as the ensemble of 

these classifiers. Due to space limitation, we omit the 

details of decision tree classification. Interested readers 

can refer to data mining textbooks (such as [18]) to see 

the details of the decision tree approaches. Since the 

sensors readout samples belong to different moments 

and also since the time intervals between each 

consecutive point may not equal with other points we 

decided to create each classifier based on the data 

gathered in T recent seconds. In other words, we have 

classified the points in time basis rather than number 

basis! As shown in Fig. 2 we denote the last registered 

time for read-out data as. Then the interval should be 

divided into some time windows. The length of each 

time window is denoted by. In order to capture the 

correlation between data points and we use the concept 

of sliding window. In each step, the window is sliding 

points. So, as it is shown in Fig.2, every window will 

have overlap with size m with its previous and next 

windows.  
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Fig. 2. Sliding window scheme in the proposed method: Each interval T contains tagged read-out samples of WSN sensors. Each window has m-size 

overlaps with its previous and next windows. 

As it is shown in Fig.2, the first window T is located in 

interval [0, ]T , the second window T is located in interval 

[ , 2 ]T m T m  , the third window T is located in interval 

[2 2 , 3 2 ]T m T m   and so on. Let’s K  denotes the total 

number of windows. With similar reasoning, the last 

window lies in interval [( 1) ( 1) , ( 1) ]K T K m KT K m     . 

Notice that the point ( 1)KT K m  is located on the point T 

. As it can be seen, Each window has m-size overlaps with 

its previous and next windows. Let’s calculate the parameter 

m based on parameters K , T , and T  . According to the 

illustration in Fig. 2 and based on the above explanations we 

can write: 

T (T m) (T m) ... T T        (1) 

By simplifying the above equation we have: 

KT (K 1) m T    (2) 

Finally, the size of time overlap between windows can be 

calculated as: 

KT T
m

K 1





 (3) 

As it will be mentioned in the next section, we have ten 

base classifiers ( 10K  ). Also, we have used data points 

from 24 hours of WSN sensors ( hoursT 24   ). For choosing 

a proper value for T , the last equation should be considered. 

It is clear that the necessary condition for the m to be non-

negative is that KT T 0  . In other words, we must have 

T
T

K


 . Since we have chosen 10K  , it must be that 

hours
hours

24
T

10
2.4  . For simulations, we have used 

hoursT 3 .  It means that we have considered the time 

interval of each window equal to 3 hours. Now, using Eq. 

(3), the size of time overlap between windows is calculated 

as following: 

hour min

10 3 24
m 40

10 1

 
 


 (4) 

As stated above, each classifier uses the data points 

located in its associated window of size T. Since the total 

number of windows is equal to K , there are K base 

classifiers, each of which uses the decision tree to classify 

the associated read-out data. Fig. 3 shows the structure of the 

base classifiers in detail. As it is shown in Fig.3, the first 

classifier is created based on data points located in the 

interval [0, ]T . The second classifier is created based on data 

points located in the interval [ , 2 ]T m T m  , and so on. For 

every read-out data sample, the output of each classifier is a 

judgment which shows that this point is identified as 

“normal” or “anomalous”. 



M.H. Rezvani / A Novel Ensemble Approach for Anomaly Detection in Wireless Sensor Networks Using Time-

overlapped Sliding Windows. 
 

6

 

Fig. 3. Creation of K classifiers in the proposed method: The interval [0, T ]  is divided into K sliding windows, each of which with length T. In each 

step, the window T is sliding m points. So, every window will have overlap with size m with its previous and next windows. 

 

 

Fig. 4. The process of diagnosis and notification of anomalies in the proposed system based on majority voting. 
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Fig. 5. Flowchart of the proposed approach. 

 

After developing K classifier and training and testing 

them, finally by utilizing majority voting, the final judgment 

of the anomaly detection system for new read-out data is 

issued. Based on this output, if the read-out data is diagnosed 

as anomalous, the alarm system is activated. Fig. 4 shows 

the process of diagnosis and notification of anomalies in the 

proposed system. In Fig. 4, first of all, new read-out data 

from WSN sensors comes in. Then, the judgments of all 

classifiers are submitted to ensemble node and after majority 

voting, the final judgment of the system is delivered to the 

alarm system.  

The flowchart of the proposed anomaly detection system 

is shown in Fig. 5. 

Now we proceed to explain the criteria which we will use 

in order to evaluate the proposed anomaly detection system. 

As is the case in data mining at first we ought to define four 

base criteria namely, true positive (TP), false negative (FN), 

true negative (TN), and false positive (FP). Interested 

readers can refer to data mining textbooks such as [18] to see 

a detailed explanation of these metrics. 

 True Positive (TP): The number of “normal” read-out 
samples which are correctly identified as “normal” 
data by the proposed system. 

 False Negative (FN): The number of “normal” read-
out samples which are misidentified as “anomalous” 
data by the proposed system. 

 True Negative (TN): The number of “anomalous” read-
out samples which are correctly identified as 
“anomalous” data by the proposed system. 

 False Positive (FP): The number of “anomalous” read-
out samples which are misidentified as “normal” data 
by the proposed system. 

In order to evaluate the proposed method, we must use 

other operational metric which is defined based on the above 
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definitions [18]. The metric “accuracy” in Eq. (5) is defined 

as the ratio of correct detections to the total number of data. 

Here, the term “TP+TN” represents the total number of 

correct detections, whether “normal” or “anomalous” [18]: 

Accuracy
TP TN

TP TN FP FN




  
 (5) 

The metric “false positive ratio” or in abbreviate “FPR” 

in Eq. (6), is defined as the ratio of anomalies which are 

misidentified as normal to the total number of anomalous 

data. Here, the term “TN+FP” represents the total number 

of anomalous data, whether “correctly identified 

anomalies”, i.e. TN, or “the anomalies which are 

misidentified as normal”, i.e., FP [18]: 

FPR
FP

TN FP



 (6) 

The metric “false negative ratio” or in abbreviate “FNR” 

in Eq. (7), is defined as the ratio of normal data which are 

misidentified as anomalies to the total number of normal 

data. Here, the term “TP+FN” represents the total number 

of normal data, whether “correctly identified normal data”, 

i.e. TP, or “the normal data which are misidentified as 

anomalies”, i.e., FN [18]: 

FNR
FN

TP FN



 (7) 

The metric “true positive ratio” or in abbreviate “TPR” 

in Eq. (8), is defined as the ratio of correctly identified 

normal data to the total number of normal data. Here, the 

term “TP+FN” represents the total number of normal data, 

whether “correctly identified normal data”, i.e. TP, or “the 

normal data which are misidentified as anomalies”, i.e., FN. 

In data mining terminology, the terms “TPR”,”recall”, and 

“sensitivity” are often used interchangeably [18]: 

Sensitivity TPR
TP

TP FN
 


 (8) 

The metric “true negative ratio” or in abbreviate “TNR” 

in Eq. (9), is defined as the ratio of correctly identified 

anomalies to the total number of anomalies. Here, the term 

“TN+FP” represents the total number of anomalous data, 

whether “correctly identified anomalies”, i.e. TN, or “the 

anomalies which are misidentified as normal data”, i.e., FP. 

In data mining terminology, the terms “TNR” and 

“specificity” are often used interchangeably [18]: 

Specificity TNR
TN

TN FP
 


 (9) 

Clearly, a good anomaly detection system must attain 

high accuracy, low FPR, low FNR, high sensitivity, and high 

specificity values. 

In the researches carried out in the scope of machine learning 

and data mining, a receiver operating characteristic curve, i.e. 

ROC curve, is a graphical plot that illustrates the diagnostic 

ability of a binary classifier system. As it is shown in Fig. 6, the 

ROC curve plots TPR against FPR. This curve is a good 

graphical tool in order to analyze the performance of a typical 

binary anomaly detection system. The best possible anomaly 

detection method would yield a point in the upper left corner or 

coordinate (0,1) of the ROC space, representing 100% 

sensitivity (no FNs) and 100% specificity (no FPs). The shortest 

distance d  from a coordinate on the ROC to coordinate (0,1) as 

shown in Fig. 6 can be computed as following [10]: 

2 2 2d (1 sensitivity) (1 specificity)     (10) 

Parameter d specifies the optimum threshold value 

concerning both the sensitivity and specificity values of the 

system. Interested readers can refer to [10, 18] to see an in-

depth discussion of this topic. 

 

Fig. 6. The “ROC” curve and the optimum threshold value concerning 

the sensitivity and specificity [10]. 
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4. Evaluation 

In order to evaluate the proposed anomaly detection 

system, we have used MATLAB R2014 software tool 

installed on a personal computer with a CPU Core i5, 

4GByte RAM and Windows 7 Operating system. We have 

used the evaluation dataset containing 20000 read-out data 

samples, which is collected by environmental sensors 

previously by Intel Lab in [25]. This dataset was used in 

previous researches such as [29, 30, 31]. As stated before in 

Section 4 (see Fig. 5), we have used the logged data points 

relevant to 24 hours of working WSN sensors ( 24hoursT   ). 

These data contain 500 points in the dataset. After 

performing the clustering with fuzzy C-means in the first 

step, the data samples got labels as “normal” or 

“anomalous.”  

In the classification step, we chose ten base classifiers 

( 10K  ) each of which created using the data points 

located in a window with time interval length equal to 

three hours ( hoursT 3 ). Regard the computations which 

discussed in detail in Eqs. (3)-(4), the size of time overlap 

between every two consecutive windows indicated as 40 

minutes ( minm 40 ). Then, using step 8 of the flowchart 

in Fig.5, we created ten base classifiers, each of which 

utilizing a decision tree classification scheme. After 

training and testing the classifiers, we entered the step  (9) 

of the algorithm where we fed the base classifiers 10% of 

data points of WSN sensors as current on-line data. After 

combining the judgment outputs of the base classifier 

using a majority voting approach, if the result equals 

“anomalous” the alarm system will be activated. 

Now, we proceed to analyze and discuss the evaluation 

results of the proposed system using the metrics which 

explained before in Eqs. (5)-(9). In order to evaluate the 

proposed system, we compared it with the case in which we 

have employed a single classifier using decision tree 

classification approach. Fig. 7 shows the “accuracy” of the 

proposed system against the single-classifier case. As it is 

shown in the figure, our proposed method attains 80% 

accuracy, which is almost 32% better than the case in which 

a single classifier is used. Recall from Eq. (5) that 

“accuracy” reflects the rate of correct detections. Thus, Fig. 

7 confirms the success of the proposed system in detecting 

the anomalies efficiently. 

 

Fig. 7. The “accuracy” of the proposed system against the single-

classifier case. 

Fig. 8 shows the FPR of the proposed system against the 

single-classifier case. As it is shown in the figure, our 

proposed method attains less FPR compared to the case in 

which a single classifier is used. Recall from Eq. (6) that 

FPR reflects the rate of anomalies which are misidentified 

as normal. Thus, Fig. 8 confirms that the proposed system 

has low misdetection. 

 

Fig. 8. The “false positive rate” of the proposed system against the 

single-classifier case. 

Fig. 9 and Fig. 10 show the “sensitivity” and the 

“specificity” of the proposed system against the single-

classifier case, respectively. As the figures show, our 

proposed method attains better specificity compared to the 

case in which a single classifier is used, while its sensitivity 
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does not change considerably. Recall from Eq. (8) and Eq. 

(9) that “sensitivity” reflects the rate of correctly identified 

normal data while the “specificity” reflects the rate of 

correctly identified anomalies. It is often claimed that a 

highly specific test is effective at an anomaly detector 

system when the result is suspicious to be “anomalous”, 

while a highly sensitive test is deemed effective at ruling out 

an anomaly detector system when the result is “normal”. As 

we will discuss later, the tradeoff between “specificity” and 

“sensitivity” is explored in ROC analysis as a trade-off 

between TPR and FPR. Fig. 9 and Fig. 10 confirm that 

although the proposed system can detect the anomalies better 

than the single classifier case, it fails to improve the rate of 

correctly identified normal data against its rival!  Note that, 

since the major aim of all anomaly detection systems is 

discovering anomalies rather than normal cases, it can be 

inferred that fail to have a high sensitivity rate does not 

considerably affect the performance of these types of 

systems! Note that the sensitivity rate of or proposed system 

is at least equal to that of the single classifier case. 

Now we proceed to better understand the way by which 

the proposed system distinguishes the anomalies from the 

normal points. To this end, in Fig. 11, we have shown the 

original real labels of read-out data of WSN sensors in 

conjunction with the labels which are produced by the 

anomaly detection system. This comparison has been carried 

out for both proposed method and single classifier case. The 

red squares in Fig. 11 show original real data labels, 

including normal and anomalous, while the squares depicted 

with the other color represent the classification judgment. 

The red squares are in fact 500 collected data points which 

we denoted it before by T  . Let’s assume numbers “3” and 

“4” represent normal data points and anomalous data points 

respectively. The classification judgment result of the single 

classifier case and the proposed method are depicted with 

blue and green color squares respectively. In both figures, at 

first, we have drawn the red squares. In this way, if the 

classification judgment result is the same as the original real 

data labels, then the blue or green squares will be overwritten 

on the red squares which are located at that position. Clearly, 

the remaining red squares indicate that the judgment of the 

classifier differs with the original label of those data 

samples!  In other words, the number of remaining red points 

represents the summation of FN and FP values. Needless to 

say, it is better for an anomaly detection system to have less 

red points in Fig. 11. As it can be seen from figures, the 

proposed method has less red points (FP+FN value) in 

comparison with the single classifier case. Inversely, it can 

be concluded that the proposed method has higher TP+TN 

value compared to the single classifier case. 

Fig. 12 shows the ROC curve of the proposed system 

(blue) against the single-classifier case (red). Recall from 

Eq. (10) that Parameter d reflects the shortest threshold value 

from any coordinate on the ROC to coordinate (0,1). Thus, 

as it is shown in Fig. 6, our proposed method attains a shorter 

d value concerning both the sensitivity and specificity values 

of the system compared to the case in which a single 

classifier is used. 

In order to better understanding the way in which the 

proposed system manages to optimize the value of d 

parameter in each case, we have shown in Fig. 13 the 

concerning values of d parameter for the data points during 

the time period [0, ]T  for each of 500 collected data. In this 

figure, the values of d parameter concerning the proposed 

method and the single-classifier are depicted with blue and 

red colors respectively. As it can be seen from the figure, the 

proposed method can gradually decrease the amount of d 

parameter with fewer oscillations over time, compared to 

those of single classifier case. This confirms that the 

proposed method is a self-managing scheme over time in 

order to detect the anomalies in sensor read-out data. 

 

Fig. 9. The “sensitivity” of the proposed system against the single-

classifier case. 
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Fig. 10. The “specificity” of the proposed system against the single-

classifier case. 

 

 

Fig. 11. The comparison of false detection (FN+FP) of the proposed 

method against the single-classifier case. The red points show the 

number of FP+FN. 

 

 

Fig. 12. ROC curve of the proposed system (blue) against the single-

classifier case (red). The proposed method attains a shorter threshold 

value to coordinate (0,1). 

 

 

Fig. 13. The values of d parameter concerning the data points during 

the time period [0, ]T  . 

5. Concluding Remarks and Future Trends 

In this paper, we focused on anomaly detection in read-

out data of sensors of WSN. We investigated and addressed 

outstanding research activities in this area as well as 

studying the most significant schemes of anomaly 

detection using data mining and artificial intelligence. As 

it was discussed the major problem in the area focuses on 

low cost, high speed, and high detection rates. Literature 

survey revealed that the ensemble of classifiers has been an 

ever-increasing rise in the research activities.  

We have proposed a window-based ensemble approach 

based on majority voting among classifiers. Our proposed 

algorithm, at first applies a fuzzy clustering approach using 

the well-known C-means clustering method to create the 
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clusters. In the classification step, we created some base 

classifiers each of which utilizes the data of overlapping 

windows to utilize the correlation among data over time. 

Evaluation results confirmed that the proposed method 

enhances the performance of the system in terms of 

convenient metrics in the area of anomaly detection 

systems. 

Our future trend in research in this area will be 

concentrated on using weighted methods for majority 

voting among classifiers. We intend to carry out a 

comprehensive and comparative research in order to 

improve precision and decrease the computation 

complexity and memory consumption. Another future 

research trend is to decrease the dimension of read-out data 

of sensors using the concept of self-similarity in such a way 

that the correlation among data is considered. Roughly 

speaking, we ought to reduce the dimensions of the data 

regard similar patterns observed in the time range. The 

existence of self-similarity in network workloads has been 

explored by the researchers in past decades [33] and the 

subject is activated again in some other areas in order to 

detect anomalies [34]. We hope that it is probable to find 

some types of similarity among WSN sensor data in such a 

way that could accelerate the process of detecting 

anomalies by machine learning methods. 
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