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Abstract 

This paper presents, a hybrid method, low-resolution and high-resolution, for Persian page segmentation. In the low-resolution page 
segmentation, a pyramidal image structure is constructed for multiscale analysis and segments document image to a set of regions. By 
high-resolution page segmentation, by connected components analysis, each region is segmented to homogeneous regions and identifying 
them as texts, images, and tables/drawings.  The proposed method was experiment with the Persian documents. The result of these tests 
have shown that the proposed method provide more accurate and speed results.   
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1. Introduction 

With the advances in communication and information 
technology in today’s world, the volume of automated 
processing and reading of documents has increase more and 
more. In spite of use of electronic documents, the amount 
of hardcopy documents has never decreased because most 
human beings prefer hardcopy documents for reading and 
archiving. Therefore efforts have been made to store the 
hardcopy documents in digitized format, but that require an 
enormous storing space, even after compression using 
modern techniques. Furthermore, access and transferring of 
digitized documents consumes too much time. If hardcopy 
documents could be converted to electronic format, it 
would be possible to remote transferring for the contents of 
documents in seconds and to access and update them 
efficiently. By separating the text and the graphic/image 
part of hardcopy document and storing text as a character 
set and the graphics/image part as bitmap, the hardcopy 
document are converted to electronic forms. 

The procedure of converted hardcopy documents to 
electronic documents is called document image analysis. 
The document image analysis includes page segmentation, 
optical character recognition, image compression, table 
reconstruction and drawing vectoring. The goal of page 
segmentation is to segment a document image into 
homogeneous regions such as text regions, images regions, 
table regions and drawing regions. This paper focused on 
the Persian page segmentation.  

A number of approaches have been proposed for page 
segmentation. 

The approaches for page segmentation are typically 
referred to as bottom-up and top-down methods [1], [2], 
[3], [4], [5], [6], [7]. The bottom-up methods start pixels or 
the connected components, determine the words, merge the 
words into text lines, and merge the text lines into 
paragraphs. A disadvantage of these approaches is that the 
identification, analysis, and grouping of connected 
components are, in general, time-consuming processes, 
especially when there are many components in the image. 
The top-down approaches look for global information on 
the page, e.g., black and white stripes, and on the basis of 
this, split the page into columns, the columns into blocks, 
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the blocks into text lines, and the text lines into words. The 
advantages of these approaches are that the time 
complexity is lower than that of bottom-up approaches and 
it is natural for human beings to see an object from a coarse 
to fine resolution. However, with the previous methods, the 
complex document layout which is composed of 
nonrectangular images and various character font sizes 
makes it difficult to segment correctly in a top-down 
manner. 

Some of page segmentation methods regard a 
homogeneous region such as text, image or graphic, in a 
document image as a textured region. Then, page 
segmentation is implemented by finding textured regions in 
gray scale images. One major problem associated with such 
texture-based approaches [8], [9], [10] is that the time 
complexity is too high since different filters are tuned to 
capture a desired local spatial frequency and the orientation 
characteristics of a textured region, so that many masks are 
used for extracting local features.  

Since the Persian documents have some special 
characterize compared with the English documents, then 
can not be directly used the above methods for Persian page 
segmentation. The special characterize of Persian 
documents as follow: 

1. The Persian scripts are cursive and each connected 
components include more than one character. The 
arrangement and the size of these connected 
components also vary greatly.    

2. The Persian alphabet, there are 32 basic 
characters. These characters may change their 
shapes according to their positions (beginning, 
medium, end or isolated) in the word. Each 
character can take up to four different shapes, as 
result we have 114 different shape for all of 
Persian alphabets. The use of special stress marks 
called dots is another characteristic of Persian 
scripts. Most of the Persian characters have one, 
two or three dots. These dots can be situated at the 
top, inside or bottom of the character s. An 
important feature of this script, from the script 
identification point view, is the non uniformity of 
words size. The word size varies according to 
number of cursive characters in word.  

In this paper, we propose a hybrid method, low-
resolution and high-resolution page segmentation, to 
Persian page segmentation. In the low resolution page 
segmentation, we construct a pyramidal image structure 
and segmented Persian documents into a set of regions. 
After low-resolution, in the high resolution page 
segmentation each regions are segmented to homogenous 
regions. The connected components analyses are used in 
high-resolution page segmentation.    

This paper is organized as follows: In Section 2, 
connected components analysis with propose algorithms 
are described. In Section 3, pyramidal image structure for 
low-resolution analysis is introduced. In section 4, a hybrid 

method for Persian page segmentation and region 
identification is proposed. In Section 5, to verify the 
performance of the proposed method, experimental results 
are analyzed. Finally, conclusions and further research 
directions are given in Section 6. 

2. Connected Component Analysis (CCA) 

The concepts of connectivity and connected components 
were introduced in references [11], [12]. In practice, 
extraction of connected components in a binary image is 
central to many document image analysis applications. Let 

iC  represent a connected components contained in an 
image P and assume that a point of  iC  is known. Then 
following morphology iterative expiration yield all the 
element of P: 

3,2,1)( 1 =⊕= − kPBXX kk I  (1) 

The Where  PX =0  , BX k ⊕−1  is the dilation of 1−kX  
by B and B is a 33×  strutting elements of 1’s. 

If 1−= kk XX , the algorithm has converged and we 
let ki XC = . 

Note that the shape of the structuring elements assumes 
8-connectivety between pixels and assuming that a point is 
known in each connected component. 

Based on a connected components analysis approach, 
we segmented image pixels of P into connected 
components, connected component into bounding box, 
bounding box into graphic text lines (GTLs) and GTLs into 
region blocks. In the following section, we described 
connected component analysis more details. 

2.1. Bounding Box 

 We represent the binary image of a page P as a 
connected components analysis (CCA) which is defined 
as }{ iCC = , where }{ iCC =  is a set of connected 
components [13]. Each connected components iC  is 
characterized by its upper left and lower right rectangular 
coordinates 

)))(),(()),(),((( ililiuiu CYCXCYCX , where 
)()( iliu CXCX <  and )()( iliu CYCY < .The connected 

components extracted from Fig. 1(a) are shown with their 
bounding boxes in Fig. 1(b). Some very small connected 
components and those close to the boundaries of the image 
are treated as noise and deleted.. 

2.2. Bounding Boxes Distances 

At The definition of distance between any two bounding 
boxes proposed by Simon[3] for component classification 
and clustering. The distance between any two connected 
components iC  and jC  or two objects iO  and jO  is 
expressed as distance between their bounding boxes. Let us 
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define a general object  iO  which can be a connected 
component iC , a GTL it , or a region block ib , in terms of 
its bounding boxes with left, right, top, and bottom 
coordinates denoted as 

)))(),(()),(),((( ililiuiu OYOXOYOX , where 
)()( iliu OXOX <  and )()( iliu OYOY < . We define the 

width  ul XXW −=  and height  ul YYH −=  of an object 
as its horizontal and vertical extent, respectively. Referring 
to Fig. 2 the horizontal and vertical distances between two 
objects are defined as 

)](),(min[

)](),(max[),(

jlil

juiujix

OXOX

OXOXOOD −=
 (2) 

and 

)](),(min[

)](),(max[),(

jlil

juiujiy

OYOY

OYOYOOD −=
 (3) 

 
respectively. Note that if 0),( <jix OOD , then objects 

iO  and jO  overlap in horizontal direction. We can define 
the vertical overlap between two objects in an analogous 
fashion. 

 
 
 
 
 
 
 
 
 
 
 

a) Persian documents image 
 

 
 
 
 
 
 
 
 
 
 

b) Bounding boxes of connected components 
 

Fig. 1. Connected components analysis and bounding box 
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Fig. 2. The horizontal and vertical distance of two objects 

2.3.  Horizontal Merging of components 

In the horizontal merging, we groups connected 
components, }{ iCC = , into GTLs.  For given a set of 
connected components }{ iCC = , we say any two iC  and 

jC  are horizontal close and vertically overlapped at 
distance dT , if 

25.0),(,),( << jiydjix CCVTCCD  (4) 

Where 

)](),(min[
),(

),(
ji

jiy
jiy CHCH

CCD
CCV

−
=  (5) 

 

Where 

)()()( iuili CYCYCH −=  (6) 

)()()( jujlj CYCYCH −=  (7) 

If two connected components, iC  and jC , are satisfied 
in equation (4), where 10=dT . Then iC  and jC  are 
merged and the upper-left and lower-right coordinates are 
calculated as follow: 
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)](),(max[

,)](),(min[

jlill

juiuu

cXcXX

cXcXX

=

=
 (8) 

)](),(max[

,)](),(min[

jlill

juiuu

cYcYY

cYcYY

=

=
 (9) 

 
For merging, the bounding boxes of connected 

components are stored in a linked list. Therefore each 
element of linked list contains coordinates of a bounding 
box. If C denoted linked list of bounding boxes, using the 
inter component distance defined in (4), we can merge 
connected components, }{ iCC = , into GTLs by following 
algorithms (Fig. 3): 

 
1. Copy C linked list to T linked list. 
2. For all pairs of T elements, it  and jt , which 

satisfied in (4) do following operations. 
Merge  it  and jt  to  mt   by equations (8) and (9). 

Remove  it  and jt  from T linked list. 

Insert  mt  to T linked list. 
3. Repeat step (2) until all pairs of T elements 

dissatisfied in (4). 
4. The final T linked list is GTLs. 

Fig. 3.  Horizontal merging of bounding boxes 
 

2.4. Vertical Merging of bounding boxes 

In the vertical merging, we groups some bounding 
boxes, }{ ibB = .  For given a set of bounding 
boxes, }{ ibB = , we say any two ib  and jb  are vertical 
close and horizontally overlapped at distance bT , if 

 

2.1)(/)(9.0

,5.0),(

,),(

≤≤

<

<

jlil

jix

bjiy

bXbX

CCV

TbbD

 (10) 

Where 

)](),(min[
),(

),(
ji

jix
jix bWbW

bbD
bbV

−
=  (11) 

 
Where 

)()()( iuili bXbXbW −=  (12) 

)()()( jujlj bXbXbW −=  (13) 

If two bounding boxes, ib  and jb , are satisfied in 
equation (11), where 20=bT . Then ib  and jb  are 

merged and the upper-left and lower-right coordinates are 
calculated as follow: 

 

)](),(max[

,)](),(min[

jlill

juiuu

bXbXX

bXbXX

=

=
 (14) 

)](),(max[

,)](),(min[

jlill

juiuu

bYbYY

bYbYY

=

=
 (15) 

 
For merging, the bounding boxes of }{ ibB =  are stored 

in a linked list. Therefore each element of linked list 
contains coordinates of a bounding box. If T denoted linked 
list of bounding boxes, using the inter bounding boxes 
distance defined in (10), we can merge bounding boxes, 

}{ ibB = , by following algorithms (Fig. 4.): 
 

I. 1. Copy T linked list to B linked list. 
II. 2. For all pairs of B elements, ib  and jb , 

which satisfied in (10) do following operations. 
III. Merge  ib  and jb  to  mb   by equations 

(14) and (15). 
IV. Remove  ib  and jb  from B linked list. 
V. Insert  mb  to B linked list. 
VI. 3. Repeat step (2) until all pairs of T 

elements dissatisfied in (10). 
VII. 4. The final B linked list is result of 

vertical merging. 
Fig. 4. Vertical merging of bounding boxes 

 
Ensure that all tables, figures and schemes are cited in 

the text in numerical order. It is strongly recommended that 
authors follow the recommendations of the IUPAC Manual 
of Symbols and Terminology for Physico-chemical 
Quantities and Units, edited by IM Mills, Blackwell, 
Oxford, 1988. All measurements should be given in the 
form consistent with “quantity calculus” (see J. Electroanal. 
Chem. 271 (1989) 370). Abbreviations should be used 
consistently throughout the text, and all nonstandard 
abbreviations should be defined on first usage. The 
experimental information should be as concise as possible, 
while containing all the information necessary to guarantee 
reproducibility. 

3. Pyramidal Image Structure 

A powerful, but conceptually simple structure for 
representing images and more than one resolution is the 
image pyramid [11]. An image pyramid is a collection of 
decreasing resolution images arranged in the shape of 
pyramid. As can be seen in Fig. 5 the base of the pyramid 
contains a high-resolution representation of the image 
being processed; the apex contains a low resolution 
approximation. Fully populated most pyramids are 
composed   of all resolution levels, but most pyramids are 
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truncated to P levels.  The pyramid image is made by 
reducing the resolution of an image with size NM ×  by 
quarter repeatedly while its size is larger than  NM ′×′  , 
where M ′  or N ′ is less than 100. 

 

Base Level

Apex Level

M*N

4*4

2*2

1*1

 

Fig. 5.  Pyramidal Image Structure 

Fig. 6 shows a simple system for constructing image 
pyramids. The level  1+iI  approximation output is used to 
create approximation pyramids, which contain one or more 
approximation of the original image. As can be seen in Fig. 
6 OR logic are first applied in pairs of adjacency odd and 
even columns in image iI   and then OR logic are applied in 
pairs of adjacency odd and even rows in image 3iI . 
Therefore, the number of pixels in   1+iI  is on quarter of 
the number of pixels in iI . As a result of this procedure, the 
multiscale images shown in Fig. 5 are obtained. Executing 
this procedure L times two intimately related L+1 level 
approximation pyramids. The level L approximation 
outputs are used to popular the approximation pyramids. 

 
 
 
 
 
 
 
 

 
 
 
 
 

4. Proposed Page Segmentation Method 

Fig. 7 shows a block diagram for proposed page 
segmentation. The proposed method for page segmentation 
and region identification are described by algorithm of Fig. 
8. 

 

4.1. Low-resolution page segmentation 

In multi resolution analysis, a pyramid’s lower-
resolution levels can be used the analysis of large structure 
or overall image context. In this stage with low-resolution 
image approximation, we segment binary document image 

0P   in n individual regions. 
Let LP denote the low-resolution image in pyramidal 

image structure. A connected components analysis is 
applied to the foreground regions of  LP  to produce the set 
of connected components at low-resolution of pyramidal 
image structure. Then, for each connected component, its 
associated bounding boxes – the smallest rectangular box 
which circumscribes the component-is calculated. The 
bounding boxes of LP  connected components are 
represented by giving the coordinates of the upper left and 
the lower right corners of the box. 

 Fig. 9(a) is shown a Persian document image and Fig. 
9(b) is shown the bounding boxes in low-resolution image 
of Fig. 9(a). 

The bounding boxes of connected components in image 
LP  specify n individual regions. These regions denote by 

),....,2,1( niRi =  and define as follow: 
 
 

ni
RYRX

RYRX

i
P

ui
P
u

i
P

li
P
l

LL

LL

,......,2,1
))((),(((

)),((),(((

=
 (16) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

OR ORiI
1+iI

1iI

2iI

3iI

4iI

5iI

Extracted even 
columns

Extracted odd 
columns

Extracted odd 
rows

Extracted even 
rows

 
Fig. 6.  The simple system for constructing one stage of image pyramids 
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Fig. 7.  The block diagram for proposed Persian page segmentation 

 
 
 

Low-resolution page segmentation 
1. Construct a pyramidal image structure and get low-resolution image LP  of the input document 

image 0P  (section 3). 

2. Extract bounding boxes of connected components for the low-resolution image LP  (section 4.1). 

3.  Classify binary document image 0P  to set of regions iR  (i=1,2,….,n) (section 4.1). 
High-resolution page segmentation 

4.  For all regions iR  (i=1,2,….,n)  do following steps (section 4.2). 
 Skew correction. 
 Remove overlapped connected components. 
 Obtain connected components. 
 Horizontal merging and get GTLs. 
 GTLs classification into text lines (TLs) and non text lines (NTLs). 
 Vertical merging of TLs.  
 NTLs classification into images and drawings or graphics table. 

Fig. 8.  Proposed Persian page segmentation method 
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As can be seen in Fig. 9, if pyramidal image structure 
contains L low-resolution approximation. The coordinates 
of bounding boxes ),....,2,1( niRi =  in base image 

0P  are calculated as follow: 

ni
RYRX

RYRX

RYRX

RYRX

L
i

P
ui

P
u

i
P

ui
P
u

L
i

P
li

P
l

i
P

li
P
l

LL

LL

,......,2,1
2))((),(((

))((),(((

2))((),(((

))((),(((

00

00

=
×

=

×

=

 (17) 

 
 

Where 0P  and  LP   are base image and low-resolution 
image in level L respectively. 
 
4.2. High-resolution page segmentation 
 

In the high-resolution page segmentation, all of regions 
),....,2,1( niRi =  in base image 0P  are segmented 

into text, image, drawing and table regions. Its high-
resolution image in pyramidal image structure is 
appropriate for analyzing individual object characteristic. 
Such as coarse to fine analysis strategy is particularly 
useful in pattern recognition and page segmentation. The 
high- resolution page segmentation is described in this 
section. 

 
 

  

a) The Persian document image b)The bounding boxes of connected components in 
low-resolution (top of pyramidal image structure) 

Fig. 9.  The Persian document image in base and top of pyramidal structure 

 
 

4.2.1. Skew correction 
The skew angle estimation and correction of a document 
page is an important task for document analysis and optical 
character recognition. 
There are several popular approaches for skew detection 
[14]. Some approaches worked on the pixel level, such as 
those using projection profiles [15]; others work on the 
connected components level such as those using Hough 
transform [16] and nearest- neighbourhood [17].     
For skew correction of regions, ),....,2,1( niRi = , we 
used proposed method in reference [18]. 
 
 
 

4.2.2. Remove overlaps connected components  
In the low-resolution page segmentation, the binary image 
of document 0P  is divided into a set of regions that 

called nRRR ,.....,, 21  . Each region iR   is defined by 

coordinates of bounding box. Some of regions, iR , are 
overlapped to other. For next stage of high-resolution page 
segmentation, we should remove overlapped components 
form each region iR .  For each region, we remove 
overlapping components as follow: 
First, we obtained connected components of region  iR  in 

low-resolution image LP . If  iR  have only one connected 

component, then iR  do not have any overlapping 
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components. If in region iR  number of connected 
components is more than one, we leave the maximum of 
connected component and remove other connected 
components at the high-resolution. Fig. 10(a) shows all 

regions iR  for sample document image in the low-
resolution and high-resolution. Fig. 10(b) shows regions 

iR  after we removed overlapping components. 
 

  

a) The base and top image in pyramidal structure for a sample Persian documents 

 

 

 
 

b) Four regions after removing overlaps components 

Fig. 10.  The low-resolution segmentation and removing overlap components 
 
 

4.2.3. Obtain connected components 
For high-resolution page segmentation of region iR , 
connected components are extracted by equation (1). The 
specifications of  iR  connected components are specified 

by coordinates of bounding boxes. These specifications are 
stored in a desirable linked list for next stages.    Fig. 11 is 
shown connected components of a region. 
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Fig. 11.  The connected components of a region 

 
 
4.2.4. Horizontal Merging and get GTLs 
This stage are described more detail in section 2.3. In this 
stage, connected components of region iR  are divided into 
Graphic Text Lines (GTLs) by algorithm of Fig. 3. 
However, Fig. 12 is shown result of horizontal merging on 
regions Fig. 11. 
 
4.2.5. GTLs classification 
Both handwritten and printed Persian scripts are cursive. 
The shape of a Persian character is a function of its location 
a word, where each character can have two to four different 
forms. Most characters have one, two, or three dots which 
can be located above, bellow, or inside a character. As 
result connected components of GTLs have different width 

and height sizes so connected components analysis not 
suitable for GTLs classification. 
 
Persian text line region can be easily distinguished from 
other regions by property that horizontal projection of a 
text line has exactly one peak and vertical projection have 
at least two peaks and one valley. If we apply this property 
of text lines regions to GTLs, we could easily classify 
GTLs regions. 
In order to classify a GTL, we first obtain the vertical and 
horizontal profiles, by equations (18) and (19). In these 
equations, ),( yxGTLi  

is the intensity value in an HW ×  image, and i
H

i
V PP ,  

are the vertical and horizontal projections respectively for 
ith GTL. An example is given in Fig. 13(b) and 13(c). 
 

∑
−

=

<≤

==
1

0
0),,(1

|{
H

y

i

xx
i

V

WxyxGTL
H

PPP
 (18) 

∑
−

=

<≤

==
1

0
0),,(1

|{
W

x

i

yy
i

H

HyyxGTL
W

PPP
 (19) 

 
Where i

VP  and i
HP  are normalized between zero to one.  
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Fig. 12.  The horizontal merging of connected components in region Fig. 11 

 
 
At the second step, smoothing is applied to control amount 
of details in the projection profiles, as shown in (20) and 
(21), where s is the kernel size and ym  and  xm  are the 
normalize value. Fig. 13(d) and 13(e) describes this 
example, which is result of smoothing for projection 
profiles in Fig. 13(b) and 13(c). 
 

},0,1

|{

2

2

i
V

i

sx

sxi
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i
V

PPWxP
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mmM

∈<≤

==

∑
+
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(20) 
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i
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i

yy
i
H

PPHyP
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mmM

∈<≤

==

∑
+

−=

 (21) 

 At third step, the smoothed projection profiles, i
VM  

and i
HM  , are transformed to binary signals as described in 

(22) and (23). The binary signals of the smoothed 
projections profiles Fig. 13(f) and 13(g) are shown in 
Figure 13(d) and 13(e). 

i
Vx

x

xi
V

MmWx

m
m

B

∈<≤




>
≤

=

,0

01.01
01.00

 (22) 
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
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>

≤
=

,0

1.01
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 (23) 

If i
HB  signal have exactly one positive pulse and  i

VB  

signal have at least two positive pulse then iGTL  will be 
classified to text line (TL), otherwise classified to non text 

line (NTL). 
 
 
 

 
a) A GTL from Fig. 12 

  
b) The vertical profile c) The horizontal profile 

  
d) The smoothed vertical profile e) The smoothed horizontal profile 

  
f) The binaries vertical profile g) The binaries horizontal profile 

Fig. 13.  The vertical and horizontal profile for a GTL 
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4.2.6. Vertical merging of TLs 
This stage are described more detail in section 2.4. In this 
stage, TLs of region iR  are divided into block of text 
region by algorithm of Fig. 4.  Fig. 14 is shown result of 
vertical merging on TLs of Fig. 12. Where the text regions 
are highlight in red color and non-text regions in yellow 
color. 
 
4.2.7. NTLs classification  
For classify non text lines (NTLS), first we can compute 
the number A(NTLi) of black pixels in an image region 

NTLi, which is equal to summation of the areas of 
connected components involved in the region. In order 
words, 

)()()( l
h w l

l CHCWNTLiA ∑∑∑=  (24) 

 
An image region NTLi is called an image region if 
following relation is satisfied. 

4.0
)()(

)(
≥

NTLiHNTLiW
NTLiA

 (25) 

Then all of NTLs which satisfied 
in relation (25) are classified to image region and the 
remaining NTLs regions are classified to table and 
drawing regions. 

 
 

 

 

Fig. 14.  The result of Vertical merging 
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5. Experimental Results and Performance Evaluation  
The proposal Persian page segmentation has been tested 
on more than 50 images which were scanned from Persian 
magazines, all the images are scanned at 300dpi and each 
document image has a resolution of about 29002400×  
pixels.  Fig. 15 shows some of our experimental results, 
where the text regions are highlight in red colour and 
image regions in yellow colour. These test images contain 
text and image. 
The performance in quantitatively evaluated as shown in 
table. Base on 50 document images. 
 

Table 1 
 Performance evaluation  
 Correct Failed Correct rate 

(%) 
Region location 245 8 96.8 
Text 425 5 98.2 
Image 48 3 95.5 
Table/Drawing 21 2 97.5 

 
The performance of the proposed Persian page 
segmentation approach is evaluated and compared with 
two other well-known text extraction techniques, namely 
Jain method [19], and Pietikainen method [20]. A set of 
54 real-life complex document images was employed for 
experiments on performance evaluation of text extraction. 
These test images include a variety of book covers, book 
and magazine pages, advertisements, and other real-life 
documents at the scanning resolution of 200 dpi to 300 
dpi. These images are comprised of textual objects in 
various colors or illuminations, font styles and sizes, 
including sparse and dense textual regions, adjoined or 
overlapped with pictorial, watermarked, textured, shaded, 
or uneven illuminated objects and background regions. 
For the quantitative evaluation of page segmentation 
performance, three measures, the text rate, the image rate, 
and the table/drawing rate, which are commonly used for 
evaluating performance in page segmentation, are 
adopted. They are respectively defined as, 
 
 

Number of correctly 
extracted text 

Text rate = 
Total extracted of region 

 
Number of correctly 
extracted Image 

Image rate = 
Total extracted of region 

 

Number of correctly 
extracted Table/Drawing 

Table/Drawing = 
Total extracted of region 

We compute the text, image, and Table/Drawing rates for 
page segmentation results of test images in this study by 
manually counting the number of actual regions of the 
document image, total extracted text-like regions, image 
regions and the correctly extracted other regions, 
respectively. The experiments of quantitative evaluation 
were performed on our test database of fifty Persian 
document images. From the text extraction viewpoint, the 
text rate reveals the percentage of correctly extracted 
characters within each processed document image, while 
the two other rates represent the percentage of non text 
correctly extracted.  
Table 2 depicts the results of quantitative evaluation of 
Jain and Pietikainen methods and the proposed approach. 
By observing Table 1, we can see that the proposed 
approach provides better page segmentation performance 
as compared to that of Jain and Pietikainen s methods. 
 
Table 2 
 Experimental data of Jain Pietikainen methods and our proposed approach 

Method Text 
rate 

Image 
rate Table/Drawing rate 

Jain 85% 90% 92.5% 
Pietikainen 79.5% 82% 81.5% 
our proposed 
approach 98.2% 95.5% 97.5% 

 
6. Conclusion 
We have introduced a hybrid page segmentation method 
that segments the Persian document into homogeneous 
regions. The proposal method was experiment with 
Persian magazines documents. Experiments results have 
shown that more accurate and speed results. This method 
focuses on the Persian page segmentation, which can be 
extended for other scripts such as English scripts. Also 
this work can be extended for special work such as license 
plate recognition, postal service, noisy documents and etc. 
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Fig. 15.  Result of Persian page segmentation on a sample image 
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