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ABSTRACT 
The video quality assessment must be adapted to the human visual system, which is why researchers 
have performed subjective viewing experiments in order to obtain the conditions of encoding of video 
systems to provide the best quality to the user. The objective of this study is to assess the video quality 
using image features extraction without using reference video. RMSE values and processing time of 
SVR for BMP and JPEG formats in quality assessment were 0.78×10-2, 0.81×10-2, 6.0s and 4.8s, 
respectively. In this study, a metric system for no-reference assessing the video quality is presented 
using wavelet transform and generalized Gaussian distribution parameters. Results of ITU-BT tests 
for each video were used to train SVR and its performance for video frames is evaluated.  
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1. INTRODUCTION 

Video Quality Assessment (VQA) is one of 
the important aspects that affects video 
acquisition, compression, processing, 
transmission and reproduction. 
Transmission of video over distribution 
systems, such as broadcast or a digital 
storage of data requires a process of 
compression and processing in order to 
offer a suitable and appropriate quality to 
the human eyes [1]. VQA is done in two 
methods: Subjective VQA (SVQA) and 
Objective VQA (OVQA) [2, 3]. In SVQA, 
video sequences are usually shown to the 
group of viewers and then their opinion is 
recorded and averaged to evaluate the 
quality of each video sequence [4]. OVQA 
techniques are mathematical models based 
on criteria and metrics that can be measured 

objectively and automatically evaluated by 
a computer program [5].  
There are three types of OVQA depending 
on the presence and availability of a 
reference image or any of its features to 
develop the study: Full-Reference (FR), 
Reduced-Reference (RR) and No-Reference 
(NR). Old metrics designed for digital 
imaging systems, such as Mean Squared 
Error (MSE) and Peak Signal-to-Noise 
Ratio (PSNR) are utilized in FR OVQA [6]. 
This error sensitivity based approach needs 
a number of assumptions such as: reference 
signal is of perfect quality; Light adaptation 

 NR 
quality assessment (sometimes called blind 
quality assessment) is complex due to the 
fact that many unquantifiable factors play 
role in human assessment of quality, such 
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as aesthetics, cognitive relevance, learning, 
visual context, etc., when the reference 
signal is not available [8].  
 
Only a few methods have been proposed in 
the literature for NR OVQA [8]. In [9] a 
new approach is proposed that blindly 
measures blocking artifacts in images 
without reference resources. They modeled 
the blocky image as a non-blocky image 
interfered with a pure blocky signal. 
Reference [10] presented a methodology 
using circular back-propagation artificial 
neural network to assess objective quality 
of MPEG video streams. Another study 
continuously extracted objective features 
from compressed video streams on a frame-
by-frame basis; they feed the network 
estimating the corresponding perceived 
quality. Because the frame quality measure 
is not sufficient for an 
objective video quality assessment, it is 
necessary to adjust the frame quality value 
to the information from contents and 
motion respectively, such as Spatial 
Information (SI) and Temporal Information 
(TI) [11].   
 
Quality metrics commonly model the 
frequency selective visual stimulus within 
the constraints of application and 
computation using wavelet and discrete 
transforms [8]. A research proposed a 
metric for quantifying performance of 
image restoration systems, in which the 
degradation is modeled as a linear 
frequency distortion and additive noise 
injection [12]. 
 
The Gaussian distribution is a typical model 
for signals and noise in many applications 
in science and engineering. GGD has been 

proposed for modeling atmospheric noise, 
sub-band encoding of audio and video 
signals [13], impulsive noise, and direction 
of arrival, independent component analysis 
[14] and blind signal separation [15]. 
 
Although Short-Time Fourier Transform 
(STFT) uses a sliding window to find 
spectrogram which gives the information of 
both time and frequency in signal 
processing, the length of window limits the 
resolution in frequency. Therefore, wavelet 
transform seems to be a solution to this 
problem. Wavelet transforms are based on 
small wavelets with limited duration. The 
translated-version wavelets locate whereas 
the scaled-version wavelets allow us to 
analyze the signal in different scales [16]. 
 
Support Vector Machine (SVM) is a 
supervised learning model with associated 
learning algorithms that analyzes data and 
recognizes patterns, used for classification 
and regression analysis. The basic SVM 
takes a set of input data and predicts, for 
each given input, which of two possible 
classes forms the output, making it a non-
probabilistic binary linear classifier [17]. A 
version of (SVM) for regression was 
proposed in 1996 called Support Vector 
Regression (SVR) [17]. The model 
produced by SVR depends only on a subset 
of the training data, because the cost 
function for building the model ignores any 
training data close to the model prediction 
(within a threshold ). 
 
The objective of this study is to assess the 
video quality using image features 
extraction without using reference video. In 
this research, a metric system for NR 
assessing the high Definition (HD) video 
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quality is presented using wavelet transform 
and GGD parameters. Results of ITU-BT 
tests for each video were used to train SVM 
and its performance for BMP and JPEG 
formats of video frames is evaluated. The 
rest of this paper is organized as follows: in 
the next section, the proposed system is 
introduced. Section 3 provides experimental 
results and section 4 presents conclusion of 
the study. 

2. METHODOLOGY 
The aim of an objective quality metric is to 
show a high correlation with the mean 
subjective scores. The proposed method for 
NR OVQA is shown in Figure 1. Since the 
method of assessing the video quality is NR 
in this study, several noises add to the 
videos and noisy videos are created from 
each reference video. The method 
commences by decoding the video stream. 
Following decoding, noise is added to the 
video stream by adding noise to each pixel 
in an amount correlated to the additive 
noise of pixels in a prior picture. Thus, in 
accordance with the present principles, 
temporal noise correlation aids in 
determining the additive noise to reduce 
large frame-to-frame differences, a 
disadvantage of prior noise additive 
techniques. 
 
Subjective tests are run in order to establish 
the rank order of the noisy sequences using 
a quality scale from 1-10, later normalized 
to 0.1-1. This study follows the protocol 
which is basically described in ITU-R 
Recommendation BT-500 about SVQA. 
The selection of video contents and the 
duration of sequences should be determined 
carefully to do a proper job and to be able 
to compare with similar tests. Although the 

SVQA studies offer real results as the 
response of the observers is collected, this 
kind of studies are expensive in time and 
money and they are not always so efficient, 
because sometimes it depends on the place 
to elaborate the study and its conditions of 
lighting or comfort of the user, being able 
to change a valid result because of an 
external conditions.  
 
After gathering SVQA test, all frames of 
considered noisy videos are extracted and 
stores as BMP and JPEG encoded images 
with dimension 768×432 pixels to evaluate 
the performance of proposed method. 
 
To extract the obtained image features, a 
two-dimensional scaling function, (x,y) 
and three two dimensional wavelets, 

H(x,y), V(x,y) and D(x,y) are usually 
considered. Each is the product of a non-
dimensional scaling function  and 
corresponding wavelet . Excluding 
products that produce one-dimensional 
results, like (x) (x), the four remaining 
products produce the separable scaling 
function shown in equation (1) [18], 
 

)()(),( yxyx
                                              

(1)
                                              

and separable directionally sensitive 
wavelets as equations (2) to (4). 
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Fig.1. Block diagram of the proposed method 

 

                                                  
 

The wavelet transform of function f(x,y) of 
size M× N is then can be calculated by 
equations (5) and (6). 
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After wavelet transform of each images at 
three levels, the parameters of GGD 
probability density function (  and 2) from 
two-dimensional wavelet transform is 
calculated using equation (7). A random 
variable X is distributed as generalized 
Gaussian if its probability density function 
is given by equation (7). 
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The parameter  is the mean, the function 
A(p, ) is an scaling factor which allows that 
Var(X)= 2, and p is the shape parameter. 
By calculating  and 2 for each obtained 
wavelet, 18 features will be obtained for 
each image. To predict the SVQA values 
from input features, SVR is used to 
evaluate the performance of machine 
learning techniques in VQA. Similarly to 
classification problems, a non-linear model 
is usually required to adequately model 
data. In the same manner as the non-linear 
Support Vector Classification (SVC) 
approach, a non-linear mapping can be used 
to map the data into a high dimensional 
feature space where linear regression is 
performed. The kernel approach is again 
employed to address the curse of 
dimensionality. The input dataset of SVM 
is extracted noisy image features for each 
image (18 features) and its output dataset is 
normalized averaged ranks for each noisy 
video that considered for constitutive 
images of that video in SVM training and 
testing.  

3. EXPERIMENTAL RESULTS 

3.1 Dataset 

To carry out this study, 10 HD video 
sequences including 218 or 501 frames with 
varied contents and characteristics were 
considered as resources. First frame of each 
video is shown figure 2. Fifteen noisy 
videos were created from each reference 
video. Thirty persons with ages between 20 
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to 30 years old were selected to rank all the 
noisy videos and obtained results were 
averaged for each video. 
 

 
Fig.2. First frame of each HD video resource 

It was considered that the obtained images 
distributed as GGD and then, the 
parameters of GGD probability density 
function at three directions (vertical, 
horizontal and diagonal) and 2D wavelet 
transform were calculated and normalized 
to 0.1-1. Table 1 shows normalized 
extracted image features for two noisy 
resources shown in Figure 3. As it is shown 
in Fig. 3, the quality of the images 
presented in Fig. 3(b) is better than the 
quality of the images presented in Fig. 3(c). 
  

 
Fig.3. (a) An example of reference BMP image 

(b) Noisy image from reference image 
considered as resource no. 1 (c) Noisy image 

from reference image considered as resource 
no. 2. 

 

 

Table 1.Normalized image feature extraction 
for resources shown in Figure 2. 

 

3.2 SVR RESULTS 

As it is mentioned before, assessing the 
video quality using image features 
extraction and SVR is the goal of this 
research. Since 15 noisy videos were 
created from each reference video and these 
videos included 218 or 501 frames, 46850 
datasets were prepared to train and test 
SVR for BMP and JPEG images, 
separately. SVR program was written using 
MATLAB and ran on MD101 MacBook 
Pro (Apple Inc., California, United States). 
Extracted images from 11 of each 15 noisy 
video obtained from reference videos were 
used to train SVR and rest of data was used 
to test the SVR for BMP and JPEG images, 
separately. Effects of different types and 
number of kernels on RMSE values and 
processing speed of SVR for video quality 
determination of normalized dataset of 
BMP images are shown in table 2 
considering epsilon equals to 0.01. Table 3 
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shows the effects of different types and 
number of kernels on RMSE values and 
processing speed of SVR for video quality 
determination of normalized dataset of 
JPEG images considering epsilon equals to 
0.01. 
 

Table 2.Effects of different types and number 
of kernels on RMSE values and processing 

speed of SVR for video quality determination 
of normalized dataset of BMP images 

(epsilon=0.01) 

 
 

Table 3.Effects of different types and number 
of kernels on RMSE values and processing 

speed of SVR for video quality determination 
of normalized dataset of JPEG images 

(epsilon=0.01) 

 
 
As seen in Tables 2 and 3, SVR with 

Gaussian kernel with C and epsilon 
parameters equal to 1000 and 0.01 had the 
best performance for OVQA. RMSE values 
and processing time of SVR for BMP and 
JPEG formats in quality assessment were 
0.78×10-2, 0.81×10-2, 6.0s and 4.8s, 
respectively. Since the dataset was 
normalized, these obtained values of RMSE 
were acceptable. Therefore, proposed 
method is an appropriate method to assess 
video quality. Proposed method is attractive 
not only because of its promising results, 
but also because of its simplicity. However, 
more theoretical analysis and subjective 
experimental work is needed to provide 

direct evidence on how it is connected with 
visual perception and natural image 
statistics. Many other issues may also be 
considered, such as multi-scale analysis, 
adaptive windowing and space-variant 
pooling using a statistical fixation model.  

4. CONCLUSION 

In this study, an automatic system is 
proposed for NR OVQA. Wavelet 
transform and GGD parameters extracted 
from video frames and results of ITU-BT 
tests for each video were used to train SVM 
and its performance for BMP and JPEG 
formats is evaluated. Experimental results 
showed that proposed method is capable to 
determine the quality of video without 
presence of reference video with an 
acceptable performance. RMSE values of 
SVR for BMP and JPEG formats were 
0.78×10-2 and 0.81×10-2, respectively. 
However, the JPEG format was less 
accurate than the BMP format, it was about 
80% faster than it. Proposed method can be 
used for evaluating the video characteristics 
to provide the observer the best viewing 
that could expect according the increasing 
of resolution from standard television to 
HD or the creation of advanced production 
of contents systems such as 3-dimensional 
videos. 
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