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Abstract 

In this paper a novel method for realization of Gaussian function is presented. The current-
mode circuits are employed for the implementation of main circuits owing to the simple 
circuitry and intuitive configuration. Unlike the previous works which were based on the 
transistors worked in weak inversion region, the proposed configuration operates in the 
saturation region, therefore high-accuracy as well as the high-speed performance are 
obtained. The proposed circuit is fully programmable in terms of mean value, standard 
deviation and peak gain of the Gaussian function. Simulation results of the circuit is obtained 
by HSPICE with TSMC level 49 (BSIM3v3) parametes in 0.35μm standard CMOS process. 
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1. Introduction 

Signal processing circuits find various 
applications in many domains such as 
telecommunications, medical equipment, 
hearing devices, and disk drives [1]–[4], the 
preference for an analog approach of signal 
processing systems being mainly motivated 
by their high performance operation that 
allows a real-time signal processing. 
Current-mode approach of analog signal 
processing attracted significant interest and 
has been extensively investigated in recent 
years [5]-[7], thanks to the potential 
advantages of high speed operation due to 
low parasitic capacitor nodes, low power 
consumption and simple circuitry. This 
approach has been employed for 
implementing of functional circuits such as 
squarer [8] or square rooter [9] circuits, 

multiplier/divider [10], [11] or exponential 
circuits [12]. 
Besides these circuit functions, the 
Gaussian function [13], [14] is widely used 
in many domains such as fuzzy set and 
systems, neural networks, neural 
algorithms, neuro-fuzzy and classification 
applications. In fuzzy set and systems, 
Gaussian membership function is utilized to 
construct fuzzifier block which has a 
dominant effect on the reasoning process of 
a Fuzzy Logic Controller (FLC). The 
requirements for analog realization of FLCs 
are mainly related to the necessity of 
reducing the power consumption and to the 
increasing of the circuits’ speed for a real-
time operation. Therefore, various methods 
as well as types of GMF have been 
proposed in order to improve the 
performance of this membership function.  
There are a large number of Gaussian 
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circuits in the literature which their 
realizations are based on the different 
techniques. In [15] it was implemented a 
mixed-signal CMOS integrated of a 
Gaussian function for neural/fuzzy 
hardware, the programmability of the 
generator being obtained via varying the 
reference voltages and also the size of 
transistors in differential pairs. Another 
method has been presented in [16] which 
combines the exponential characteristics of 
MOS transistors in weak inversion with the 
squaring characteristics in saturation. 
The proposed circuit in [17] implements the 
Gaussian function replacing the classical 
MOS active devices with FGMOS (Floating 
Gate MOS) transistors and use these 
devices as tunable resistors for enhancing 
the bandwidth of the conventional circuit. A 
programmable Gaussian function circuit 
has been presented in [18], this function 
being designed using simple and intuitive 
current sources. 
It was presented in [19] a compact analog 
synapse cell, which is not biased in the sub-
threshold region for fully-parallel operation, 
the cell being able to approximate with 
reasonable accuracy the Gaussian function 
only in the ideal case.  
In [20], a fully-programmable analog circuit 
for Gaussian function generator using 
switched-current (SI) technology was 
developed, the programmability being 
implemented and controlled by the clock 
frequency and by the transconductance 
ratios of SI filters. All of these efforts were 
made to fulfill aforesaid demand to realize 
Gaussian membership function. 

A common disadvantage of the reported 
works is that most of the designed circuits 
operate in sub-threshold region. Although 
this technique leads to circuits offering low 

power consumption, the dynamic range and 
the operation speed of the circuits turn out 
to be limited. Another disadvantage of the 
reported works is dependency of the circuit 
performances to the temperature variations, 
which in turn reduces the overall accuracy 
of the function. 

In this paper, design of a high-precision 
CMOS circuit which realizes GF is fully 
described. Unlike the previous works, 
proposed circuits work on the saturation 
region, therefore high-accuracy as well as 
the high-speed performance are obtained. 
The current-mode circuits will be employed 
for the realization of main circuits owing to 
the simple circuitry and intuitive 
configuration. 

The performance of the proposed circuit 
is characterized using HSPICE with TSMC 
level 49 (BSIM3v3) parameters for 0.35μm 
CMOS technology. 

The paper is organized in 5 sections: The 
proposed method is discussed in section 2, 
followed by the transistor level design of 
the circuits in section 3. In section 4, 
HSPICE simulation results of proposed 
circuits are presented to prove the 
efficiency of the design. Finally, 
conclusions are outlined in section 5. 

 

2. Gaussian Function and Design 
Consideration 

The Gaussian Function (GF) is a non-
linear bell-like transfer function which can 
be defined as: 
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where “A” represents the peak of the 

Gaussian curve, “μ” is the position of the 
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peak and the standard deviation of “σ” 
controls the full width at half maximum of 
the Gaussian curve. In order to implement 
this function two main functional circuits 
should be provided: Exponential Function 
Generator (EXPFG) circuit and Squaring 
(SQ) circuit. Both of these functions will be 
separately realized using CMOS circuits. In 
all of the designed circuits the bias current 
of IB is defined and normalized to one. 
Design and compact integration of the 
circuits in a power efficient way will be 
thoroughly discussed in the following 
section. 

3. Realization of Gaussian Function 

According to eq. (1), EXPFG and SQ 
functions are the main building blocks of 
Gaussian function. A block diagram 
representation of this equation is depicted 
in Fig. 1. In the first step of design each 
functional circuit will be implemented, then 
by replacing in the proposed block diagram 
the desired output will be provided. 

3.1 Current Squaring Circuit 
Fig. 2 shows the current mode squarer 

circuit which is based on the dual trans-
linear loop consists of transistors M5, M8, 
M10 and M12 [7]. Considering this loop we 
have:  

 

5 8 10 12DS DS DS DSI I I I            (2) 

 
Since the drain currents IDS5 and IDS8 are 

equal to a constant bias current, i.e., IB, one 
can easily express the drain currents of M10 
and M12 in terms of input and output 
currents as follows: 

 
10DS out in BI I I I                      (3) 

 

12DS out in BI I I I                    (4) 
 

Substituting Eqs. (3) and (4) into (2) and 
taking the square of both sides, we have: 

 
2 B B out in B out inI I I I I I I             (5) 

 
2 2 24 2 2 2 2B B out B out B out inI I I I I I I I       (6) 

 
By squaring both sides again, output 

current of the circuit can be written as: 
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Fig. 1. Conceptual schematic of the 
Gaussian function circuit. 

 

 

Fig. 2. Current-mode squaring circuit. 

  
 

Fig. 3. Block diagram of the EXPFG 
circuit. 
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3.2 Exponential Function Generator 
Circuit 
Two main approaches are basically 

introduced for the implementation of 
EXPFG circuit in saturation region.  

The first method relies on realizing the 
exponential characteristic using the Taylor 
series expansion of the exponential function 
[21], [22] while the second one is based on 
a “pseudo-exponential” generator [23]. 
However, both of these approaches suffer 
from low-accuracy as well as the low-range 
operation.  

In Ref. [25] another method has been 
presented based on the new approximation 
formula for the exponential function 
obtained by MATLAB using linear least 
squares method and curve fitting toolbox: 

 

exp(-x)   0.19 x2 - 0.82x + 1    0<x<2 (8) 

Circuit realization of this equation is 
shown in Fig. 3. In this block diagram, first 
Iin is injected in a current repeater to 
produce two current signals with different 
scales which flow to the corresponding 
branches. The upper branch provides 
“0.19x2” while the bottom branch gives 
“0.82x”.  

Designing of circuits in the current-mode 
allow simple summation or subtraction of 
signals by applying in a low impedance 
node. Advantage of this approximation is 
that it is simple to implement because of 
using only “x” and “x2” terms which can be 
readily implemented by a current mirror 
and SQ circuit respectively. 

 

3.3 Gaussian Function Generator Circuit 
The complete schematic of proposed 

Gaussian function generator circuit based 
on SQ and EXPFG circuits is shown in Fig. 4.  

It should be pointed out that this structure 
is designed in such a way that it has the 
ability of programming in terms of three 
parameters:  

programmability of mean value using 
current source Iµ which is subtracted by Iin 
and then applied to the SQ circuit, the 
second parameter is the standard deviation 
programmability using different bias 
current which was considered in the SQ 
circuit, and finally the third programmable 
parameter is the peak gain of the function. 

 

 
Fig. 4. Proposed structure for the 

programmable Gaussian function. 
 

Considering the outputs of designed 
circuits, ISQ and If(x) can be expressed as: 
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4. Simulation Results 

In this section, simulation results of the 
proposed circuit as well as the performance 
analysis are presented using HSPICE with 
TSMC level 49 (BSIM3v3) parameters for 
0.35 μm CMOS technology so as to verify 
the performance of the circuit. For all of the 
simulations the bias current of IB is equal to 
10 µA and the supply voltage is 3.3 V. 



Journal of Artificial Intelligence in Electrical Engineering, Vol.13, No.50, July 2024 

17 
 

 
Fig. 5. Simulation result of the Gaussian 

function for typical value of programming 
parameters. 

 

Fig. 5 shows the simulation result of the 
Gaussian function for a typical value for the 
parameters. Since the proposed circuit is 
programmable in terms of mean value, 
standard deviation and peak gain, therefore 
we will illustrate the programmability of 
the circuit for each of these parameter 
separately. 

Fig. 6 shows the simulation result of the 
function for different mean values by 
changing Iµ. The simulation results in Figs. 
7 and 8 demonstrate the programmability of 
the Gaussian function circuit in terms of 
standard deviation and peak gain 
respectively, in which standard deviation is 
programmed by I, and peak gain can be 
programmed by IB. Consequently, the 
proposed circuit can be easily programmed 
by the expert of the system via changing the 
corresponding current signals to create 
different shapes of Gaussian function. 
 

 
Fig. 6. Mean value programmability of the 

Gaussian circuit. 

 
Fig. 7. Standard deviation programmability 

of the Gaussian circuit. 

 

 

 
Fig. 8. Peak gain programmability of the 

Gaussian circuit. 

 

 
 

Fig. 9. Relative error of the Gaussian circuit 
versus different temperatures. 
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Table 1: Transistor Aspect Ratios 

Transistor name 
W/L 
(µm/µm) 

M1, M2, M9, M15, M23, 
M30, M35 3.2/0.6 
M7, M13, M14, M22, 
M24, M28 5.6/0.35 
M3, M4, M6, M31, M32, 
M34 1/2 
M16, M17, M19, M20 4/0.35 
M5, M12, M25, M33 2/2.8 
M8, M10, M26, M29 5.6/2.8 
M11, M27 8/0.35 
M18, M21, M36, M37 2/ 0.6 
M38, M39, M40 3/0.5 
M41, M42, M43, M44, 
M45 2/0.5 

 
Fig. 9 is illustrated to prove the circuit 

performance regarding temperature 
variations. In this simulation, relative error 
versus different temperatures are computed. 
If we consider the temperature of 25 oC as a 
reference, other simulations in six 
temperatures are carried out and then 
compared with the reference temperature. 
In the worst case, relative error of 1.2% is 
occurred at -40 oC which exhibits an 
acceptable performance of the Gaussian 
function circuit with respect to temperature 
variations. Also the aspect ratios of the 
transistors in circuit of Fig. 2 is given in 
Table I. 

5. Conclusion 

The implementation of a current-mode 
Gaussian function circuit via CMOS 
transistors working in saturation region was 
presented. The proposed circuit was fully 
programmable in terms of mean value, 
standard deviation and peak gain of the 

Gaussian function and could be readily 
programmed by the system expert.  
Simulation results of the circuits was 
obtained by HSPICE in 0.35μm standard 
CMOS process which verified the 
feasibility of the circuit. The simulation 
results was shown that the circuit could be 
worked independent of the temperature 
variations. 
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