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Abstract: 

This study presents an incorporating sliding-mode neural-network (SMNN) and fuzzy control system 

for the position control of an induction motor. In the SMNN control system, a neural network 

controller is developed to mimic an equivalent control law in the sliding mode control, and a robust 

controller is designed to curb the system dynamics on the sliding surface for guaranteeing the 

asymptotic stability property.Moreover, an adaptive bound estimation algorithm is employed to 

estimate the upper bound of uncertainties. All adaptive learning algorithms in the SMNN control 

system are derived from the sense of Lyapunov stability analysis, so that system-tracking stability can 

be guaranteed in the closed-loop system whether the uncertainties occur or not. In spite of these 

merits, SMNN suffers from chattering problem which can excite unmodeled dynamics and harm the 

control system. In this paper, to avoid this problem, a combined controller in clued SMNN term and 

Fuzzy term is proposed. The proposed control scheme possesses three salient merits: (1) it guarantees 

the stability of the controlled system, (2) no constrained conditions and prior knowledge of the 

controlled plant is required in the design process, and (3) the chattering is avoided.  

Keywords: Sliding-mode control; Neural network; Fuzzy control; Robust control; Bound estimation; 

Induction motor 

 

1. Introduction  

Up to now, indirect field-oriented 

techniquehas been widely use for the control 

of induction motor servo drive in high-

performance applications [1]. The technique 

guarantees the decoupling of torque and flux 

control commands of the induction motor, so 

makes the induction motor be controlled 

linearly as a separated excited dc motor. But 

the decoupled control performance is still 

influenced by the uncertainties, due to the 

unpredictable parameter variations, external 

load disturbances, and unmodeled and 

nonlinear dynamics. To overcome these 

drawbacks, optimal control, sliding-mode 

control, adaptive control and intelligent 

control are proposed[2-4]. 

Sliding mode control (SMC) has many 

good properties, such as strong robustness, 

disturbance rejection and easy 

implementation [4]. Sliding mode control is 

one type of variable-structure control 

scheme. Normally, two steps, namely the 

reaching and sliding phases, are necessary in 

the design of sliding mode controller. 

Therefore, the sliding mode controller 

usually consists of an equivalent law and a 

switching law. The equivalent law is given 

so that the states can stay on sliding surface. 

The switching law is used to drive the state 

trajectory to the sliding manifold. However, 
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usually the switching law is discontinuous 

part and the frequency of switching in 

control system is finite high, so undesired 

chattering exists in control system. 

Additionally, the sliding control requires the 

knowledge of mathematical model of the 

system with bounded uncertainties. Another 

method, popular in recent years, is based on 

[5-8].  

Neural Networks (NN) have the ability to 

approximate nonlinear functions. A NN can 

approximate any smooth function to any 

desired accuracy, provided that the number 

of hidden-layer neuron is large enough. In 

addition, radial Basis Function Neural 

Network (RBFNN) has an advantage of 

faster learning ability and less chance of 

falling into local minimum, in comparison 

with standard BP neural network. Therefore, 

RBFNN is quite suitable to design of the 

equivalent control law. 

The motivation of this study is to design 

an intelligent control scheme for the position 

control of an induction motor. In the whole 

design process, no strict constraints and prior 

knowledge of the controlled plant are 

required, and the asymptotic stability of the 

control system can be guaranteed. To 

accomplish the mentioned motivation, a 

SMNN control system is developed in this 

study to control of an IM. 

In the past three decades, fuzzy systems 

have replaced conventional technologies in 

many applications, especially in control 

systems. One major feature of fuzzy logic is 

its ability to express the amount of ambiguity 

in human thinking. Thus, when the 

mathematical model of one process does not 

exist, or exists but with uncertainties, fuzzy 

logic is an alternative way to deal with the 

unknown process [9]. But, the huge amounts 

of fuzzy rules for a high-order system makes 

the analysis complex. Nowadays, much 

attention has focused on the combination of 

fuzzy logic and SMC. The main advantages 

of the fuzzy control design based on SMC 

are that the fuzzy rules can be reduced, and 

the requirement of uncertainty bound can be 

relaxed. In[10], [11] combined a fuzzy 

controller with SMC and state feedback 

control or proportional-integral control to 

remedy the chattering phenomenon and to 

achieve zero steady-state error. However, the 

parameters of membership functions cannot 

be adjusted to afford optimal control efforts 

under the occurrence of uncertainties. Ha in 

[12], [13] adjusted the SMC action during 

the reaching phase using fuzzy logic for 

reducing chattering without sacrificing 

robust performance. Lin et al. utilized an 

adaptive fuzzy SMC system for a permanent 

magnet synchronous motor drive. However, 

there still exists some chattering in the 

control efforts because the sign function is 

included in the ultimate control law [14]. In 

this paper, an incorporating SMNN control 

into fuzzy is proposed to alleviate the 

chattering phenomena. 

Design procedure contains two steps. 

First, SMNN control design is accomplished 

and system stability in this case is provided 

by Lyapunov direct method. When the 

tracking error would be less than predefined 

value then a sectorial fuzzy controller 

(SFC),[15], is responsible for control action. 

Designing of this kind of fuzzy controller is 

exactly same as in which has performed in 

[16].  

2. Indirect Field-Oriented Induction 

Motor 

Under the assumption of linearity of the 

magnetic circuit, and neglecting the iron 

losses in a tree-phase squirrel cage induction 
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motor, the 4th order non-linear model (d-q) 

frame of the induction motor is 

𝜓𝑑𝑟
̇ = 𝜔𝑠𝑙𝜓𝑞𝑟 −

𝑅𝑟

𝐿𝑟
𝜓𝑑𝑟 + 𝐿𝑚

𝑅𝑟

𝐿𝑟
𝑖𝑑𝑠 

𝜓𝑞𝑟
̇ = −𝜔𝑠𝑙𝜓𝑑𝑟 −

𝑅𝑟

𝐿𝑟
𝜓𝑞𝑟 + 𝐿𝑚

𝑅𝑟

𝐿𝑟
𝑖𝑞𝑠 

𝑖̇�̇�𝑠 =
1

𝐿𝜎𝐿𝑠
𝑢𝑑𝑠 −

1

𝐿𝜎𝐿𝑠
(𝑅𝑠 +

𝑅𝑟𝐿𝑚
2

𝐿𝑟
2 )𝑖𝑑𝑠 

       +
𝑅𝑟𝐿𝑚

𝐿𝑟
2𝐿𝜎𝐿𝑠

𝜓𝑑𝑟 +
𝐿𝑚

𝐿𝑟 𝐿𝜎𝐿𝑠

𝜔𝑟𝜓𝑞𝑟 + 𝜔𝑒𝑖𝑞𝑠 

𝑖̇�̇�𝑠 =
1

𝐿𝜎𝐿𝑠
𝑢𝑞𝑠 −

1

𝐿𝜎𝐿𝑠
(𝑅𝑠 +

𝑅𝑟𝐿𝑚
2

𝐿𝑟
2 )𝑖𝑞𝑠 

      +
𝑅𝑟𝐿𝑚

𝐿𝑟
2𝐿𝜎𝐿𝑠

𝜓𝑞𝑟 −
𝐿𝑚

𝐿𝑟 𝐿𝜎𝐿𝑠

𝜔𝑟𝜓𝑑𝑟 − 𝜔𝑒𝑖𝑑𝑠 

(1) 

 

Where𝑢𝑑𝑠  , 𝑢𝑞𝑠 are the applied voltages to 

phases d and q of the stator, respectively; 𝑖𝑑𝑠 

, 𝑖𝑞𝑠 , are the corresponding stator currents. 

The rotor flux in the direct axis is given by 

𝜓𝑑𝑟  whereas in the quadrature axis it is 

defined by𝜓𝑞𝑟 . the rotor speed is given by 

𝜔𝑟  and the angular speed of the rotor flux 

linkage vector by 𝜔𝑒  . 𝑅𝑠  , 𝑅𝑟  are the stator 

and rotor resistances; 𝐿𝑠  , 𝐿𝑟  are the stator 

and rotor selfinductances; 𝐿𝑚  is the stator-

rotor mutual inductance.𝐿𝜎 = 1 −
𝐿𝑚

2

𝐿𝑟 𝐿𝑠
is the 

leakage coefficient.  

On the assumption that the effects of 

magnetic saturation, core loss and skin effect 

are neglected. The electrical model is 

augmented by the mechanical subsystem 

given as: 

�̇�𝑟 = −
𝐵

𝐽
𝜔𝑟 +

𝑃

𝐽
(𝑇𝑒 − 𝑇𝑙)    (2) 

 

𝑇𝑒 =
3

4
𝑃

𝐿𝑚

𝐿𝑟
(𝜓𝑑𝑟𝑖𝑞𝑠 − 𝜓𝑞𝑟𝑖𝑑𝑠)       (3) 

Where 𝐽  and 𝐵  denote the motor-load 

moment of inertia and the viscous friction 

coefficient; 𝑃  is the number of pole pairs 

and𝑇𝑙 is the load torque. 

The desired values of rotor flux under the 

rotor flux linkages oriented in the d-axis are 

given by: 

𝜓𝑑𝑟
∗ = 𝐿𝑚𝑖𝑑𝑠

∗    (4) 

𝜓𝑞𝑟
∗ = 0 (5) 

 

Under the complete field-oriented control, 

the mechanical equation (2) can be 

equivalently described as [17]: 

�̇�𝑟 + 𝑎 𝜔𝑟 + 𝑓 = 𝑏𝜓𝑑𝑟
∗ 𝑖𝑞𝑠

∗  (6) 

 

Where: 

 

𝑎 =
𝐵

𝐽
    ,    𝑏 =

3𝑃2𝐿𝑚

4𝐿𝑟𝐽
   ,   𝑓 = 𝑃

𝑇𝑙

𝐽
 

   (7) 

Let 𝜔𝑟 = �̇�𝑟 , the mechanical equation of IM 

system can be represented as: 

�̈�𝑟 + 𝑎 �̇�𝑟 + 𝑓 = 𝑏𝜓𝑑𝑟
∗ 𝑖𝑞𝑠

∗  (8) 
 

Furthermore, consider (8) with uncertainties: 

�̈�𝑟 + (�̂� + ∆𝑎)�̇�𝑟 + (𝑓 + ∆𝑓)

= (�̂� + ∆𝑏)𝜓𝑑𝑟
∗ 𝑖𝑞𝑠

∗  

(9) 

Where the term ∆𝑎  , ∆𝑏  and ∆𝑓  represents 

the uncertainties of the terms 𝑎 , 𝑏  and 𝑓 

respectively �̂� , �̂�  and 𝑓  are the nominal 

values of the terms 𝑎, 𝑏 and 𝑓 respectively. 

It shoud be noted that these uncertainties are 

unknow, and that the precise calculation of 

its upper bound are, in general, rather 

difficult to achieve. 

Let us define the tracking position error as 

follows: 

𝑒 = 𝜃_𝑟 − 𝜃_𝑟^ ∗     (10) 

 

Now the issue of tracking control is to 

design a control law for 𝑖𝑞𝑠
∗  in such a way 

that 𝜃𝑟  can track the desired path in the 

presence of uncertainty and disturbance. 

3. Sliding-Mode  Control 

In order to design a sliding mode 

controller,two essential steps should be 

carefully investigated, namely, the selection 

of sliding mode surface and the design of 

control law. 
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The selection of sliding mode surface is 

based on desired motion of the system. 

considering the simplicity of design, we 

define a sliding surface as: 

𝑠 = �̇� + 𝜆𝑒 (11) 

In general, there are several forms of the 

sliding mode control law. One type of 

control law consists of an equivalent control 

law 𝑢𝑒𝑞  and a switch control law 𝑢𝑑𝑖𝑠 . The 

control law can be described as 𝑢 = 𝑢𝑒𝑞 +

𝑢𝑑𝑖𝑠 . The equivalent control law represents 

the linear part of the control force, which is 

usually derived from sliding mode surface 

and the differential of sliding mode surface. 

So, it highly depends on the parameters of 

the control model. The switch control law is 

a discontinuous control law which enforces 

the system states towards the sliding mode 

surface. A possible choice of the switching 

law is 𝑢𝑑𝑖𝑠 = 𝐾. 𝑠𝑖𝑔𝑛(𝑠) , where 𝐾  is a 

constant, which is used to represent the 

maximum of switching control law. And 

function 𝑠𝑖𝑔𝑛(𝑠) is defined as: 

𝑠𝑖𝑔𝑛(𝑠) = {
−1                 

1              

𝑠 < 0

𝑠 > 0
 

 

(12) 

 

In this study, to define the equivalent 

control law, we assume that the sliding mode 

surface is constant, i.e., 

𝑠 = �̇� = �̈� + 𝜆�̇� = 0                  (13) 
 

Substituting Eq.(8) and (10) into Eq.(13) 

then 

�̇� = −𝑎 �̇�𝑟 − 𝑓 + 𝑏𝜓𝑑𝑟
∗ 𝑖𝑞𝑠

∗  

− �̈�𝑟
∗  + 𝜆�̇� = 0 

  (14) 

By solvingEq.(14) we can define the 

equivalent control law as follows: 

𝑖𝑞𝑠𝑒𝑞
∗ = −(�̂�𝜓𝑑𝑟

∗ )
−1

[−�̂��̇�𝑟  

− �̈�𝑟
∗  + 𝜆�̇� + 𝑓] 

     (15) 

Therefore, control law can be described as follow: 

𝑖𝑞𝑠
∗ = 𝑖𝑞𝑠𝑒𝑞

∗ + 𝑖𝑞𝑠𝑑𝑖𝑠
∗        (16) 

 

Remark:The decoupling control method 

with compensation is to choose inverter 

output voltages such that: 

𝑢𝑞𝑠 = (𝐾𝑝𝑞 +
𝐾𝑖𝑞

𝑠
) (𝑖𝑞𝑠

∗ − 𝑖𝑞𝑠) 
 

      (17) 
 

𝑢𝑑𝑠 = (𝐾𝑝𝑑 +
𝐾𝑖𝑑

𝑠
) (𝑖𝑑𝑠

∗ − 𝑖𝑑𝑠) 
                                                 (18) 

(18) 

4. sliding-Mode Neural-Network 

Control System 

In order to control position of an 

induction motor, a SMNN control system is 

proposed in this section. A general function 

of a three-layer NN can be represented in the 

following form [18]: 

𝑦 =  𝑈𝑁𝑁(𝑒, 𝑉, 𝑊, 𝑚, 𝑝)

≡ 𝑊𝑄(𝑉𝑒) 

(19) 

where the tracking error𝑒is the input state of 

the NN; 𝑉 ∈ 𝑅𝑘×1 is the input-to-hidden 

layer interconnection weight vector, in 

which 𝑘is the hidden layernodes;𝑊 ∈ 𝑅1×𝑘 

is the hidden-to-output layer interconnection 

weight vector; the activefunction usedin the 

NN is chosen as 𝑄(𝑉𝑒) = 𝑒𝑥𝑝[−(𝑉𝑒 −

𝑚)2/𝑝2] ∈ 𝑅𝑘×1, in which𝑚 ∈ 𝑅𝑘×1and 𝑝 ∈

𝑅𝑘×1 are the adjustable parameter vectors of 

the radial basis functions(RBF); 𝑦  is the 

output of NN. Thus, an optimal NN 

controller 𝑈𝑁𝑁
∗ will be designedto mimic the 

equivalent control law shown in Eq. (6) such 

that 

𝑖𝑞𝑠𝑒𝑞
∗ = 𝑈𝑁𝑁

∗ (𝑒, 𝑉∗, 𝑊∗, 𝑚∗, 𝑝∗)

≡ 𝑊∗𝑄∗(𝑉∗𝑒) + 𝜀 

  (20) 

 

 

Where 𝜀  is a minimum reconstructederror 

vector; 𝑉∗ , 𝑊∗ , 𝑚∗ and 𝑝∗ are 

optimalparameter vectors of 𝑉, 𝑊, 𝑚  and 𝑝 

in the NN. The control law for the 

SMNNcontrol system is assumedto take the 

following form: 
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𝑖𝑞𝑠
∗ = �̂�𝑁𝑁(𝑒, �̂�, �̂�, �̂�, �̂�) + 𝑖𝑞𝑠𝑑𝑖𝑠

∗

≡ �̂��̂�(�̂�𝑒) + 𝑖𝑞𝑠𝑑𝑖𝑠
∗  

     (21) 

 

Where �̂�𝑁𝑁 is a NN controller; 𝑖𝑞𝑠𝑑𝑖𝑠
∗ is a 

robust controller; �̂�  , �̂� , �̂� and �̂�  are 

someestimates of the optimal parameter 

vectors, as provided by tuning algorithms to 

beintroduced. The NN control �̂�𝑁𝑁is usedto 

mimic the equivalent control law dueto the 

uncertain system dynamics, and the robust 

control 𝑖𝑞𝑠𝑑𝑖𝑠
∗ is designed to keep 

thecontrolled system dynamics on the sliding 

surface, that is, curb the system 

dynamicsonto 𝑆(𝑡) = 0  for all times. After 

some straightforwardmanipulation, the error 

equationgoverning the closed-loop system 

can be obtained through Eqs. (14) and (15) as 

𝑖𝑞𝑠𝑒𝑞
∗ − 𝑖𝑞𝑠

∗ = �̇�(𝑡) 
    (22 

Moreover, 𝑖̃𝑞𝑠 is defined as 
𝑖̃𝑞𝑠 = 𝑖𝑞𝑠𝑒𝑞

∗ − 𝑖𝑞𝑠
∗

= 𝑊∗𝑄∗ + 𝜀 − �̂��̂� − 𝑖𝑞𝑠𝑑𝑖𝑠
∗  

                               
= �̃�𝑄∗ + 𝜀 + �̂��̃� − 𝑖𝑞𝑠𝑑𝑖𝑠

∗  
(23) 

Where �̃� = 𝑊∗ − �̂� and �̃� = 𝑄∗ − �̂� . The 

linearization technique is employedtotransform 

the nonlinear active functions into partially 

linear form so that the expansionof �̃� in a 

Taylor series to obtain [18] 

�̃� = 𝑄𝑉�̃�𝑒 + 𝑄𝑚�̃� + 𝑄𝑝𝑝 + 𝑄𝑛     (24)  
Where  

𝑄𝑉 = [
𝜕𝑄1

𝜕(𝑉𝑒)

𝜕𝑄2

𝜕(𝑉𝑒)
…

𝜕𝑄𝑘

𝜕(𝑉𝑒)
]

𝑉𝑒=�̂�𝑒

𝜖𝑅𝑘×𝑘 , 

𝑄𝑚 = [
𝜕𝑄1

𝜕𝑚

𝜕𝑄2

𝜕𝑚
…

𝜕𝑄𝑘

𝜕𝑚
]

𝑚=�̂�

𝜖𝑅𝑘×𝑘 , 

𝑄𝑝 = [
𝜕𝑄1

𝜕𝑝

𝜕𝑄2

𝜕𝑝
…

𝜕𝑄𝑘

𝜕𝑝
]

𝑝=�̂�

𝜖𝑅𝑘×𝑘 , 

�̃� = 𝑉∗ − �̂�  , �̃� = 𝑚∗ − �̂�  , 𝑝 = 𝑝∗ − �̂� 

𝑄𝑛𝜖𝑅𝑘×1 is a vector of higher-order terms. 

Rewriting Eq.(24), one can obtain: 

𝑄∗ = �̂� + 𝑄𝑉�̃�𝑒 + 𝑄𝑚�̃� + 𝑄𝑝𝑝 + 𝑄𝑛              (25) 

Substituting Eq.(25) into Eq.(23), it is 

revealed that 

𝑖̃𝑞𝑠 = 𝑊∗𝑄∗ + 𝜀 − �̂��̂� − 𝑖𝑞𝑠𝑑𝑖𝑠
∗  

     = 𝑊∗[�̂� + 𝑄𝑉�̃�𝑒 + 𝑄𝑚�̃� + 𝑄𝑝�̃� + 𝑄𝑛  ] + 𝜀

− �̂��̂� − 𝑖𝑞𝑠𝑑𝑖𝑠
∗  

     = (𝑊∗ − �̂�)�̂� + (�̂� + �̃�)𝑄𝑉�̃�𝑒

+ (�̂� + �̃�)𝑄𝑚�̃� 

                                  +(�̂� + �̃�)𝑄𝑝�̃� + 𝑊∗𝑄𝑛  + 𝜀

− 𝑖𝑞𝑠𝑑𝑖𝑠
∗  

     = �̃��̂� + �̂�𝑄𝑉�̃�𝑒 + �̂�𝑄𝑚�̃�  + �̂�𝑄𝑝�̃� + 𝐸

− 𝑖𝑞𝑠𝑑𝑖𝑠
∗  

(26) 

Where the uncertain term 𝐸 = �̃�𝑄𝑉�̃�𝑒 +
�̃�𝑄𝑚�̃�  + �̃�𝑄𝑝�̃� + 𝑊∗𝑄𝑛  + 𝜀  is assumed to 

be bounded by ‖𝐸‖ < 𝜓. 
 

Theorem 1. Consider the motor dynamic 

represented by Eq.(1), if the SMNN control 

law is designed as Eq.(21), in which the 

adaptation laws of the NN controller are 

designed as Eq.(27) and the robust controller 

is designed as Eq.(28) , then the system 

dynamic can be always kept on the sliding 

surface such that asymptotical stability can 

be guaranteed. 

�̇̂� = 𝜂1(�̂�𝑠𝑇)
𝑇

, �̇̂� = 𝜂2(𝑒𝑠𝑇�̂�𝑄𝑉)
𝑇

, 

�̇̂� = 𝜂3(𝑠𝑇�̂�𝑄𝑚)𝑇 , �̇̂� = 𝜂4(𝑠𝑇�̂�𝑄𝑝)𝑇    
    (27) 

𝑖𝑞𝑠𝑑𝑖𝑠
∗ = �̂�(𝑡). 𝑠𝑖𝑔𝑛(𝑠) , �̇̂�(𝑡)

= 𝜂5𝑠𝑇 . 𝑠𝑖𝑔𝑛(𝑠)                      

(28) 

 

Where 𝜂1 , 𝜂2 , 𝜂3 , 𝜂4  and 𝜂5  are positive 

constant; �̂�  is the estimated value of the 

uncertain term bound 𝜓 .  

Proof.Define the following Lyapunov 

function candidate: 

𝐿𝑎(𝑠(𝑡), �̃�(𝑡), �̃�, �̃�, �̃�, 𝑝) 

=
1

2
𝑠𝑇𝑠 +

1

2𝜂1
𝑡𝑟(�̃��̃�𝑇) +

1

2𝜂2
𝑡𝑟(�̃�𝑇�̃�)

+
1

2𝜂3
�̃�𝑇�̃� +

1

2𝜂4
𝑝𝑇�̃�

+
1

2𝜂5
�̃�2(𝑡)       

  (29) 

 

Where tr(.) is the trace operator, and the 

estimation error is defined as �̃�(𝑡) = 𝜓 −

�̂�(𝑡). Differentiating Eq.(29), one can obtain 

that 

�̇�𝑎 = 𝑠𝑇 �̇� +
1

𝜂1

𝑡𝑟 (�̃��̇̃�𝑇) +
1

𝜂2

𝑡𝑟 (�̇̃�𝑇�̃�) +
1

𝜂3

�̇̃�𝑇�̃�

+
1

𝜂4

�̇̃�𝑇�̃� +
1

𝜂5

�̃��̇̃� (30) 
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Substituting Eqs .(22) and (26) into Eq. (30), 

one can obtain:  

�̇�𝑎 = 𝑠𝑇[�̃��̂� + �̂�𝑄𝑉�̃�𝑒 + �̂�𝑄𝑚�̃�  + �̂�𝑄𝑝�̃�

+ 𝐸 − 𝑖𝑞𝑠𝑑𝑖𝑠
∗ ] 

         −
1

𝜂1
𝑡𝑟 (�̃��̇̂�𝑇) −

1

𝜂2
𝑡𝑟 (�̇̂�𝑇�̃�) −

1

𝜂3
�̇̂�𝑇�̃�

−
1

𝜂4
�̇̂�𝑇�̃� 

         −
1

𝜂5
�̃��̇̂� 

     = 𝑡𝑟 {�̃� [�̂�𝑠𝑇 −
1

𝜂1
�̇̂�𝑇]}

+ 𝑡𝑟 {[𝑒𝑠𝑇�̂�𝑄𝑉 −
1

𝜂2
�̇̂�𝑇] �̃�} 

      + [𝑠𝑇�̂�𝑄𝑚 −
1

𝜂3
�̇̂�𝑇] �̃�

+ [𝑠𝑇�̂�𝑄𝑝 −
1

𝜂4
�̇̂�𝑇] 𝑝 

      +𝑠𝑇(𝐸 − 𝑖𝑞𝑠𝑑𝑖𝑠
∗ ) −

1

𝜂5
�̃��̇̂� 

(31) 

 

If the adaptation laws of the NN controller 

are chosen as Eq. (27) and the robust 

controller is designed as Eq. (28), Eq. (31) 

can be rewritten as 

�̇�𝑎 = 𝑠𝑇𝐸 − �̂�(𝑡)𝑠𝑇 . 𝑠𝑖𝑔𝑛(𝑠) −
1

𝜂5
�̃��̇̂� 

     = 𝑠𝑇𝐸 − �̂�(𝑡)𝑠𝑇. 𝑠𝑖𝑔𝑛(𝑠) −
1

𝜂5
𝜓 �̇̂� +

1

𝜂5
�̂��̇̂� 

     = 𝑠𝑇𝐸 − 𝜓𝑠𝑇 . 𝑠𝑖𝑔𝑛(𝑠) ≤ ‖𝑠𝑇‖(‖𝐸‖ − 𝜓) ≡ −
∝ ‖𝑠𝑇‖ 

                                                                                   ≤ 0 

  (32) 

Since �̇�𝑎 ≤ 0  , �̇�𝑎(𝑠(𝑡), �̃�(𝑡), �̃�, �̃�, �̃�, 𝑝) 

is a negative semi-definite function, that is,  

𝐿𝑎(𝑠(𝑡), �̃�(𝑡), �̃�, �̃�, �̃�, 𝑝) ≤

𝐿𝑎(𝑠(0), �̃�(0), �̃�, �̃�, �̃�, 𝑝) , which implies 

𝑠(𝑡), �̃�, �̃�, �̃�  and 𝑝  are bounded. Let 

function (𝑡) ≡∝ ‖𝑠𝑇‖ ≤ −�̇�𝑎 , and integrate 

function 𝐹(𝑡) with respect to time 

∫ 𝐹(𝜏)𝑑𝜏
𝑡

0

≤ 𝐿𝑎(𝑆(0), �̅�(0), �̃�, �̌�, �̃�, �̃�)

− 𝐿𝑎(𝑆(𝑡), �̅�(𝑡), �̃�, �̌�, �̃�, �̃�) 

(33) 

Because 𝐿𝑎(𝑆(0), �̅�(0), �̃�, �̌�, �̃�, 𝑝)  is 

bounded, and 𝐿𝑎(𝑆(𝑡), �̅�(𝑡), �̃�, �̌�, �̃�, 𝑝)  is 

nonincreasing and bounded, the following 

result is obtained:. 

lim
𝑡→∞

∫ 𝐹(𝜏)𝑑𝜏 < ∞
𝑡

0

 
      (34) 

 

Also, �̇�(𝑡) is bounded, so by Barbalat , s 

Lemma [19,20], it can be shown that 

lim
𝑡→∞

𝐹(𝑡) = 0 . That is, 𝑠(𝑡) → 0 as 𝑡 → ∞ . 

As a result, the SMNN control system is 

asymptotically stable. Moreover, the 

tracking error vector of the control system, 

𝑒(𝑡) ,will converge to zero according to 

𝑠(𝑡) → 0 

5. Fuzzy Controller Design 

In this section, the SFC class of fuzzy 

controller studied in [9] is considered which 

has two-input one-output rules used in the 

formulation of the knowledge base. These 

IF-THEN rules have following form  

𝐼𝑓 𝑥1 𝑖𝑠 𝐴1
𝑙1  𝑎𝑛𝑑 𝑥2 𝑖𝑠 𝐴2

𝑙2  𝑡ℎ𝑒𝑛 𝑦 𝑖𝑠 𝐵𝑙1𝑙2    (35) 

Where 𝑥 = [𝑥1𝑥2]𝑇 = [𝑒 �̇�]𝑇𝜖𝑈 = 𝑈1 ×

𝑈2and 𝑦 = 𝑖𝑞𝑠
∗ 𝜖𝑉 ⊂ 𝑅. For each input fuzzy 

set 𝐴
𝑗

𝑙𝑗
 in 𝑥𝑗 ⊂ 𝑈𝑗  and output fuzzy set 𝐵𝑙1𝑙2 

in𝑦𝜖𝑉  exist an input membership function 

𝜇
𝐴

𝑗

𝑙𝑗(𝑥𝑗) and output membership 

function𝜇𝐵𝑙1𝑙2 (𝑥𝑗) shown in Fig. 1 and Fig. 

2, respectively.  

The fuzzy system considered here has 

following specifications: Singleton fuzzifier, 

triangular membership functions for each 

inputs, singleton membership functions for 

the output, rule base defined by (35), (see 

Table. 1), product inference and center 

average defuzzifier.  
 

 
 

 
 
 

Fig. 2. Output membership functions 

Fig. 1. input membership function 
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6. Incorporating smnn and sfc 

In this paper, for obtaining advantages of 

both sliding mode and sectorial fuzzy 

controllers and also minimizing the 

drawbacks of the both of them, the following 

control law is proposed:  
𝑖𝑞𝑠

∗

= {
�̂��̂�(�̂�𝑒) + 𝑖𝑞𝑠𝑑𝑖𝑠

∗

𝑦

         𝑤ℎ𝑒𝑛 |𝑒| ≥ 𝛼

        𝑤ℎ𝑒𝑛 |𝑒| < 𝛼
 

                    (36) 

Where𝛼 is strictly positive small parameter 

which can be determined adaptively or set to 

a constant value. So, while the magnitude of 

error is greater than or equal to𝛼  , SMNN 

drives the system states, errors in our case, 

toward sliding surface and as soon as the 

magnitude of error becomes less than𝛼 , then 

the SFC which is designed independent of 

initial conditions, controls the system. Since 

the SMNN has faster transient response, the 

response of the system controlled by (36) is 

faster than the case of SFC. Additionally, in 

spite of the torque boundedness, since the 

SFC controls the system in the steady state, 

the proposed controller (36) has less set-

point tracking error. Also, since near the 

sliding surface the proposed controller 

switch from SMNN to SFC, therefore the 

chattering is avoided here. 

7. Simulation Results 

The induction motor used in this case 

study is a 1.5 KW, 220 V, two pole, 6.31 A, 

50 HZ motor having the following 

parameters:  𝑅𝑟 = 3.805 ± 50 %Ω  ,  𝑅𝑠 =

4.85 ± 50 %Ω  ,  𝐿𝑟 = 0.274 ± 50% H  , 

 𝐿𝑚 = 0.258 ± 50% H ,  𝐿𝑠 = 0.274 ±

50% H ,  𝐽𝑛 = 0.031 ± 50% ,  𝐵𝑛 = 0.008 , 

 𝜔𝑛 = 1428 . In addition, the overall 

structure of incorporating SMNN and fuzzy 

control technique in the induction motor can 

be shown in Figs. 3 and 4. In this simulation, 

the parameters of PI controllers are initially 

tuned by the Ziegler-Nichols method, then 

they are tuned through simulation to get 

satisfactory response. The parameters of 

RBF neural network and SFC in the 

proposed control scheme are as follows: 

 −�̅�3 = −10 , −�̅�2 = −8 , −�̅�1 = −6 , �̅�0 = 0 , �̅�1

= 6  
�̅�2 = 8 , �̅�3 = 10    𝜂1 =  10  , 𝜂2 = 10  , 𝜂3 = 20  , 

𝜂4 = 20  , 𝜂5 = 20 

The𝜓𝑑𝑟
∗  is set to1Wb and 𝜓𝑞𝑟

∗  is set to 0Wb. 
 

 
Fig. 3. Overall induction motor control 

scheme 

 
 

 
Fig. 4. Incorporating SMNN and fuzzy 

control 
 

𝑥1 
𝑥2 

𝑃𝐵 𝑃𝑆 𝑍𝐸 𝑁𝑆 𝑁𝐵 

𝑍𝐸 𝑃𝑆 𝑁𝑀 𝑁𝑀 𝑁𝐵 𝑁𝐵 

𝑃𝑆 𝑃𝑆 𝑁𝑆 𝑁𝑀 𝑁𝑀 𝑁𝑆 

𝑃𝑀 𝑃𝑆 𝑍𝐸 𝑁𝑆 𝑁𝑀 𝑍𝐸 

𝑃𝑀 𝑃𝑀 𝑃𝑆 𝑃𝑆 𝑁𝑆 𝑃𝑆 

𝑃𝐵 𝑃𝑀 𝑃𝑀 𝑃𝑆 𝑍𝐸 𝑃𝐵 

 

Table1. The fuzzy rule base for obtaining output y 
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For our proposed controller (36), the 

constant 𝛼 = 0.5 is supposed. Additionally, 

to show the improvement achieved from 

applying the proposed method of this paper 

(incorporating SMNN and SFC), the 

simulation results of applying this method 

are compared with the related results of the 

SMNN case. The tracking response and 

control effort in the case of SMNN have 

been shown in Fig. 5. Figures show serious 

chattering obviously exists in SMNN 

controller and  

In the case of control law proposed in the 

present paper, The tracking response is 

depicted and the associated control effort are 

depicted in Fig. 6. From the simulated 

results, there are no chattering phenomena in 

the control effort. 

In order to show the robustness of the 

proposed method, we supposed 𝑅 =

1.5�̂�  , 𝐿 = 1.5�̂�, 𝐽 = 1.5𝐽  , 𝑇𝑙 = 4 𝑠𝑖𝑛(3𝑡) , 

other conditions are the same as above. In 

this case the tracking error and control effort 

are shown in Fig. 7. The result shows that 

the proposed scheme is robust to resistance, 

inductance and moment of inertia 

uncertainty and time-varying external load 

disturbance. 

 

 
 

 

 

 

 

 

 

 

 

 

 

Conclusions 

Since the dynamic characteristics of an 

induction motor are highly nonlinear and the 

complete dynamic model is difficult to 

obtain precisely,a SMNN control system has 

been successfully designed in this study to 

control the system. Inthe SMNN control 

system, all the system dynamics can be 

unknown and no strict constraints were 

required in the design process. But 

simulation results shown that the problem of 

this controller is chattering phenomenon.In 

this note, a new combination of sliding mode 

(a) (b) 

(c) (d) 

Fig. 5. Simulated response to a pulse change using 

SMNN controller.(a) Tracking response. (b) d and q-

axis current response. (c) d and q-axis voltage 

response.(d) sliding mode surface 

(a) (b) 

(c) (d) 

Fig. 6. Simulated response to a pulse change using 

incorporating SMNN and SFCcontroller. (a) Tracking 

response. (b) d and q-axis current response. (c) d and q-

axis voltage  response.(d) sliding mode surface 

(a) (b) 

(d) (c) 

Fig. 7. Simulated response to a pulse change using 

incorporating SMNN and SFCcontroller. (a) 

Tracking response. (b) d and q-axis current 

response. (c) d and q-axis voltage  response.(d) 

sliding mode surface 
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neural network control and fuzzy control is 

proposed which is called incorporating 

SMNN and Fuzzy controller. The simulation 

result have validated the satisfactory 

performance of the proposed method, such 

as perfect decoupling, strong robustness and 

reduced chattering, in comparison with 

SMNN. 
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