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Abstract 

Today and regarding the increase of social media platforms and the people welcoming these networks has 
led to share different data throughout the world without the confirmation by the platforms. This has 
increased the incorrect data frequency and has had great effects on political, economic, and social fields. 
Such incorrect data are called fake news. This has changed into one of the topical issues in today’s society. 
Through the proposal of an appropriate solution and first through analyzing the news resources in the 
dataset called Buzzfeed News, we have concluded that websites with better fames propagate less fake news. 
We changed the data into vector using Word2vec and investigated the similarity of the taught data and the 
tagged data in the dataset and got the least precision amounting to 0.60 and the highest precision amounting 
to 0.94 out of 1 and the results showed that our algorithm has been very helpful in discovering the qualified 
news.  
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1. Introduction 

The previous decade has been full of growth 
and rapid success of online social networks. 
These networks have disturbed traditional media 
regarding fundamental changes in time and 
location of the propagate of the latest news. 
Social media prepare proper tools for the users to 
create and share varied data. Due to the vast 
content and ease of access, more and more people 
are searching and receiving news data online. In 
a global report in 2021, 60% of the world's 
population is online [1] for example, about 68% 
of adults in the United States have followed news 
in social media in year 2018[2] and this has 
increased tremendously compared with the 49% 
in year 2012. Along with the advantages of social 
media, they have created some dangers such as 
propagating incorrect data[3][4]. The incorrect 
data are a type of exciting reports or imperial 
news propagating comprised of intended 
strategies. Public thought disturbance is one of 
the biggest threats for business, news agencies, 
and democracy and it has violated many and has 
created lots of damages. On the whole, the 

creators of fake news aiming at political or 
financial success create and send such news in 
online social media. Following that, the employ 
social robots or spam senders to make money[5]. 
The effect of fake news was globalized in 21st. 
century. Besides all this, fake news was criticized 
because of the spread of political polarizing 
during the political decision making campaigns. 
The voters can also be affected by improper 
effects or political fraudulent orations. In the year 
2016, the term fake news was proposed and it 
meant the highest possible misuse of web-based 
networks. It also was more publicly spread in 
2016 after the critical political competitions in 
the United States [6]. In recent research literature, 
different approaches have been utilized to 
recognize and reduce incorrect data. Although 
these approaches are different considering the 
selection of algorithm techniques and their 
adaptation, they have common methodology and 
settlement techniques and mostly try to discover 
news using content[7]–[9] and grammar[10]–
[12] comprehension. Researchers have dealt with 
fake news within a research framework but they 
have not been able to reach a complete approval 
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resolution. The different viewpoints used to study 
and probe fake news are categorized as follows:  
Style-based: it focuses on the writing style of the 
news to recognize it being correct or 
incorrect[11]. 
Propagation-based: as it is apparent through the 
term it is related to propagation. Thus, it focuses 
on incorrect data propagation[13], [14]. 
User-based: this outlook deals with the users. For 
example, how do people deal with fake news? 
Practically, the approaches above are 
inconsistent because regarding the dynamic 
nature of news, the coverage of novel events, 
topics, and speeches permanently change. 
Therefore, the categorization using the content of 
the articles published within a certain time 
interval [15] may probably become inefficient in 
future as demonstrated in their experiments, 
which may be too late. According to research 
[16] 
 Our proposed method can perform a very in time 
and rapid recognition through understanding the 
validity of news propagation domain. We 
estimated the Alexa rank of fake news using the 
url of the broadcaster and showed that websites 
which are more famous propagate less fake news. 
We taught the documents gained using 
word2vec[17] algorithm and changed them into a 
vector and finally investigated about the 
similarity of unreal tagged news using the 
teaching set in the presence of tf-idf [18] 
similarity and gained the set with great care and 
precision. 
On the whole, there would be 5 overall sections 
here: the data and familiarity with topic will be 
gained through investigating traditional 
approaches. Some current frameworks welcomed 
by the researchers will be used to recognize fake 
news and then the predicted framework will be 
explained. The implementation using the 
proposed algorithm and the analysis of the 
experimental results will be presented next. After 
that, the limitations and suggestions for future 
works will be supplied.    

The above challenges raise many research 
questions and the complexity of the problem 
requires new and solid solutions. 
This work is motivated by the following two 
important research questions: 
First question: Is there a source that shows the 
credibility of the news publisher? 
Second question: Is the source-based feature a 
fast and reliable method? 
In response to the above questions, we use the 
source-based method to check the validity of the 
sources and then evaluate them and check the 
ready-made results and their similarity with the 
real data set, which is briefly as follows: 

2. Research literature 

Fake news is information that is false or 
misleading and is presented as real news[19]. 
Nikiforos et al [20] also focus on fake news 
detection on tweets related to the Hong Kong 
protests, using similar data collection methods, 
but different tweet filtering criteria, discarding 
any non-English ones, and feature selection 
methodologies, as they also include network and 
account related features. As a consequence, their 
dataset is smaller and more unevenly distributed, 
which is balanced out using SMOTE 
oversampling [21], with their results yielding 
99.8% accuracy. 

Recently Sonia and et al [22] proposed a topical 
assortment strategy (TAG) which uses linguistic 
and web marking to recognize the pages that 
entail fake news. They showed that their 
approach can categorize not only political news 
changing through the pass of time, but news in 
different areas could be covered. They perform 
better than content based approaches while they 
entail very few characteristics and do not require 
retraining.  

Mangel and et al [23] utilized image and 
text as the input. They send images and texts 
to find related connections to the search 
engines and use Web scraper to recognize the 
first 20 connections and investigated the 
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weight of the resources using tf-idf to 
recognize whether news is real or unreal. 
Vishvakarma and et al determined an 
algorithm which approves the correctness of 
image content through the web search. Then 
it studies the validity of 15 outstanding 
google search results through calculating 
reality parameter (Rp). If it exceeds the 
threshold, it is considered as a category. We 
then calculate recognition precision in order 
to test the proposed approach performance 
and compare the highest precision with 
similar advanced models to represent the 
better performance of our approach. 
Paschalides and et al [24] presented a new 
low volume plug in browser called Check-It 
which recognizes fake news in several 
stages. It works through the integration of 
different methods using Flag-list and Fact-
Check and investigating the users’ behavior 
and utilizing the linguistic approach. In fact, 
Check-It has gained an integration of 
knowledge excavated through different 
signals with a precision of higher than 90%. 

3. Our ProposedApproach 

There are lots of approaches to recognize 
fake news proposed by many researchers and 
our proposed method has alleviated their 
major defects. In our proposed method, the 
recognition of fake news is done through 
trained news recognition and comparing the 
news with unreal tagged news to calculate the 
precision of our training. Through the 
extraction of the characteristics using site_url 
we could calculate domain validity, domain 
age, and those deleted from the domain. Then 
we added another characteristic to our dataset 
called Alexa [25]. Alexa is a very popular 
and valid site to investigate the validity and 
popularity of a domain. (Ranking in this 
terminal starts from 0. This means that any 

site close to 0 has a higher validity). Then the 
data related to domains of each of the sites 
are added in Alexa field. Now we need to 
calculate the ranks and categorize real and 
fake news based on it. In the first stage, there 
is a need to add information as an input into 
the set to check whether the news is real or 
not. One of the methods previously used to 
achieve the important words using TF-IDF 
algorithm and was very common utilized the 
words gained to enter into their training set. 
The major problem with this method was that 
maybe the word we intend to recognize 
whether it is real or not may not be among 
TF-IDF algorithm’s most frequent words. 
For this reason, we first enter a word as an 
input to discover the category and then 
extract tables or articles through which the 
text characteristic related to the word could 
be seen. Therefore, we have an extracted set 
of data from our dataset including our input 
data and then compare the extracted set using 
Alexa isolation characteristic considering 
real or unreal news. Finally, we use 
word2vec algorithm to achieve the similarity 
between them. The overall method has been 
represented in figure. 

3-1: Dataset 

In our proposed method, first the datasets 
utilized to represent news agency website 
addresses to achieve the propagator website 
information to train our algorithm how to 
recognize real and fake news. Also we 
needed news to be identified whether they are 
real or fake. On the whole, there were two 
appropriate datasets for our project [26][27]. 
They were considered as the most 
encouraging versions for pre-processing, 
characteristic extraction, and categorization 
model. The reason is that other data sets lack 
url resources where articles/texts of the 
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statement are produced and propagated. The 
citation of resources for article text to 
investigate the reliability is considered a very 
important news. It also helps tagging the data 
as fake or unreliable. These features are as 
follows: 
Text, Title, Label, Image_URL, Site_URL, 
Published date, Author 
This dataset is comprised of 9 tags and the 
articles related are categorized within this 
category. We have used dataset [27] due to 
the limitations mentioned in last section. 

 
Fig.1.An overall view of our proposed 

algorithm 
 
3-2: Data analysis and method 

In this section we have identified the 
methods that can be used to teach 
dataset to recognize correct news.  
3-2-1: Calculating domain age 

The very first stage to recognize news is the 
identification of the domain age. We expect 
that websites with longer history should have 
entailed almost lower amounts of unreal 
news than the rest of websites in our 
database. Therefore, we have shown in figure 

1 that the longer history of websites leads to 
less incorrect news propagation compared to 
newer websites. We used the Domaintools 
[28] tool to check the age of the site 

 
Fig.2.The age of websites propagating unreal 

news 

3-2-2: Unreal news being hidden 

A valid news agency tends to maintain its 
rank to continue their popularity and to keep 
the propagated news for a longer time. 
Meanwhile, fake news websites often hide 
news and make it offline after they achieve 
their short-time goals to astray their readers. 
Our analysis regarding the set of unreal and 
real news sets approves such a common 
approach.  
As it has been represented in table 2, three 
sets of data from among unreal datasets show 
the hiding algorithms of fixed news. 
Meanwhile, the set of real news contains 
much less offline news. On the whole, there 
are only 8 real news from among 57 deleted 
news and 7 of them have completely stopped 
their activities completely in the website. 
There could be several different reasons for 
their lack of activities and only one of them 
had eliminated the real news after being 
propagated. Therefore, we believe that news 
becoming hidden could be considered as a 
valuable characteristic to recognize news. 

3-2-3: Domain popularity using Alexa 

To investigate about the website popularity, 
we have used Alexa. Alexa utilizes a tool 



Journal of Artificial Intelligence in Electrical Engineering, Vol. 10, No.37 ,June 2021 

48 
 

called ranking. Alexa ranking is a number 
attributed by Alexa to rank the websites. 
Using this number, based on the traffic, your 
website will be estimated to represent your 
website in search results and to measure the 
popularity of your website by Alexa. The 
lower amounts of this number, represents 
higher traffic and more acceptability of your 
website on the part of your users. It is natural 
that a more popular website has higher 
numbers of daily visits because the visitors 
tend to spend more time to browse the 
website. Naturally, famous websites have 
greater audiences than those newly 
established websites which propagate unreal 
news. As it has been represented in figure 4, 
valid websites which propagate less real 
news are not very popular. The news 
agencies with a rank of lower than 2000 did 
not propagate any unreal news. Thus, the 
domain popularity parameter could be 
considered as a fundamental step in 
recognizing unreal news. 

Figure 4- Domain popularity based on Alexa 

 
Fig.3.Unreal news becoming hidden  

4. Discussion and Conclusion 

The proposed method here is known as a very 
precise method using vector. In fact, words are 
changed into vectors to have a more consistency 
capability. In our method, first it was required to 
utilize datasets with internet addresses of the new 
agency in order to gain the information of the 
publisher website in your algorithm to give 

required instructions in order to recognize real 
and fake news. Also we need news where the real 
and fake ones are recognized and thus we utilized 
a dataset [27] to train and then used word2vec 
algorithm to investigate about the similarities. 
The reason to choose the present algorithm refers 
to the fact that the process of vast datasets is time 
consuming. This is not only due to the vast 
volume of the data, but also due to the fact that 
the type and structure of the data could be 
different and sophisticated. Currently, many of 
the data investigation techniques and machine 
learning are used to fight against great amounts 
of data. Some of them can make good learning 
algorithms considering great training examples. 
Meanwhile, due to the data dimension, if the 
learning algorithm is able to select useful 
characteristics or reduce the features, it would be 
more efficient [29].Word2vec which is presented 
and supported by google is formed of two 
learning models called Continuous Bag of Words 
(CBOW) and Skip-gram, respectively. 
Word2vec enters text data into one of learning 
models, the word vectors are given as the outputs 
which could be represented as a big text piece or 
even through the total article. In the present 
research, first we taught the data through 
word2vec model and assessed the similarity of 
the word. In our method, there is a need for two 
sets to compare the similarity. One is the data 
with fake tags isolated from the cluster using the 
decision tree algorithm of the data identified as 
fake in the dataset and then using the word2vec 
algorithm they will be sent to a set in order to 
investigate about the similarity. Then, using the 
parameters gained, the domain age, Alexa rank, 
and news being hidden were utilized in order to 
filter and isolate the news using a decision tree 
algorithm.     
Since the domain age is known as a criterion to 
discover the news but it is not an absolute reason 
to discover the news and also the reason to 
become hidden, based on our investigations, 
could refer to several different conditions such as 
lack of activity permanence and this is not due to 
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unreal news, this case was utilized in the dataset. 
Thus, it is known as the only most precise method 
that could help us in discovering the unreal news 
and it was due to Alexa rank. We received the 
Alexa average and divided it into two parts of 
unreal and real news based on our own data and 
taught them. In fact, if the Alexa rank of the news 
agency website was lower than the average it 
would be real and if it was higher than the 
average, we considered it to be unreal. Due to 
Alexa rules, the closer to zero numbers represents 
higher fame of the news agency. In fact, our goal 
was to discover unreal news and therefore we 
were looking for websites with higher than the 
average Alexa. 

 
Fig.4. Lack of requirement of domain age 

and getting hidden 

In second phase, a dataset filtered in isolation 
is gained through which we decide whether 
Stop Word words are invalid words or not. 
For example (from, that, he, for ,…) are 
deleted from title of the articles or the data 
present in the dataset and then are changed 
into vectors. This results in our training set 
volume becoming lower and also more 
precise. Although word2vec puts the similar 
words into the same vector, the training time 
requires lots of resources through which stop 
word could play a proper role in optimizing 
the training. After preparing the optimized 
constituents, we enter data in order to process 
into word2vec. Now we need an input to 
study the similarity in word2vec. For 
example, Clinton chosen by word2vec in the 
form of an element starts to look for its 
neighbors based on the algorithm and 
calculates 20 superior words related with 
Clinton along with the related percent. 

On the other hand, we need data to 
investigate about the set power gained. 
Therefore, in our own dataset we use the 
decision tree algorithm to put an unreal 
tagged set in another element and change the 
texts into vectors. 

 
Fig.5.Unreal tagged data  

To compare the datasets, we need a tf-idf 
similarity algorithm which is the best tool to 
investigate about the vector similarity. TF-
IDF means the reverse frequency of the 
document frequency. The statistical method 
results in a number to compute the 
importance of a word against a document 
within a set or a frame. Based on other 
investigations, we concluded that the most 
precise tool to investigate the issue is vector 
similarities comparison. We have drawn the 
overall method in third figure in a complete 
form.  
According to the results gained, the precision 
of our algorithm in some of the words is 
between 0.60 and 0.94 and the closer to 1 
means the greater similarity between the two 
sets. We believe the word2vec algorithm is 
the best possible option for vector similarity 
and it presents very precise calculations for 
us in a way that even a minor mistake could 
result in a high similarity percentage which 
shows the high precision and sensitivity of 
this algorithm. We share some important 
words based on investigation carried out and 
resulted in our findings. 
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Fig.6.The overall stages of unreal news 

recognition in a glance  

 
Fig.7.Results gained in different words  

Regarding two words of Clinton and trump, 
the similarity of the two sets using tf-idf 
similarity algorithm, the results were equal to 
61 percent and 94 percent as follows. 

 
Fig.8.The search gained through the word 

Clinton  

 
Fig.9.The search gained through the word 

Trump  

5.Suggestions 

We believe that through finding news source 
and avoiding the propagation of them we 
could achieve success because it would be 
difficult to avoid news propagation. Thus, we 
need an environment and a big platform to 
discover news in order to recognize and 
block news immediately. Therefore, it would 
be necessary to recognize and discover 
unreal news using meaning understanding 
and recognizing certain characteristics. It 
could not work with a high precision because 
the distributor can permanently affect the 
news propagation and this method could not 
be a really effective one. 
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In an article about Daily Time on Site, Alexa 
is utilized as one of the overall calculation 
indexes to rank and isolate the data. To do so, 
the major rank and the overall Alexa are 
utilized to recognize the news because the 
maintenance rate or Daily Time on Site can 
be computed using different methods such as 
making the website graphic more attractive 
and creating the recreations to enhance this 
rate. This solely cannot represent popularity 
and we decided to utilize the major Alexa 
ranking for our own training set.  

6. Limitations and Suggestions for 
Future works 

Our proposed method has had some 
administration constraints. We needed a high 
power server to train in order to be able to 
change the data and words into vectors. To 
do so, we only could use low numbers to 
train. Surely, if there exists a great deal of 
news, the recognition power would be 
greater. Also we added only news titles to our 
training set meanwhile there could be 
explanations and detailed news to include 
more meaningful words. Also, the 
presentation of an input based on images and 
videos is known as an activity that could be 
dealt in future in details. Additionally, 
learning the data based on search engines 
could be investigated in future works.   
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