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Abstract 
Background and objectives: Lung cancer is among the deadliest cancers worldwide. One of the indications of l  

cancers is lung nodules which can appear individually or attach to the lung wall. Therefore, the detection of  
so-called nodules is complicated. In such cases, the image processing algorithms are performed by the comp  
(CAD-x Systems), which can aid the radiologists in locating and assessing the nodule's feature. The signific  
problems with the current systems are the increment of the accuracy, improvement of other criteria in the resu  
and optimization of the computation costs. The present paper's objective is to efficiently cope with  
aforementioned problems by a shallow and light network.  

Methods: Convolutional Neural Networks (CNNs) were utilized to distinguish between benign or malignant l  
nodules. In CNN's networks, the complexity increases as the number of layers increases. Accordingly, in  
current paper, two scenarios are presented based on State the art and shallow CNN method in order  
accurately detect lung nodules in lung CT scans. A subset of the LIDC public dataset including N=7072  
slices of varying nodule sizes (1 mm to 4 mm) was also used for training and validation of the current approac     

 Results: Training and validation steps of the network were performed approximately in five hours, and the propo  
method achieved a high detection accuracy of 83.6% in Scenario1 and 91.7% in Scenario2. Due to the usag   
various validated database images and comparison with previous similar studies in terms of accuracy,  
proposed solution achieved a decent trade-off between criteria and saved computation costs. Thus, Scenar  
was proposed. 

Conclusions: The present work demonstrated that the proposed network was simple and suitable for the so-ca  
problems. Although the paper attempted to meet the existing challenges and fill up the prevailing niches in  
literature, there are still further issues that requires complementary studies to shape the tapestry of  
knowledge in the field.  

Keywords: Computed Tomography, Computer Aided Detection, Deep learning, Lung nodules,    Med  
image processing. 

 

1. Introduction 

Low-dose CT screening in individuals 
with a high risk of lung cancer is proposed 
as an effective method of early diagnosis by 
various scientific communities based on the 
pronouncement of its potential in reducing 
lung cancer perishability by 20% [1]. One 
of the screening objectives is to detect lung 
nodules that are believed to be pivotal 
indicators in lung cancer detection from CT 

images. Lung nodules can be defined as 
round or ovoid-shaped tiny piles of tissue in 
the lung [2]. One of the well-known 
categories of lung nodule shapes is shown 
in figure 1. Numerous automated lung 
nodule detection systems have been 
developed to provide a second judgment 
and assist the radiologists in locating 
nodules from various CT images [2]. A 
sample of medical diagnostic system has 
been introduced in figure 2. 
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Figure 1. categories of lung nodules: (a) isolated nodule, (b) ground glass opacity(ggo) nodule, (c) mixte nodule, 

(d) juxta-pleural nodule and (e) juxta-vascular nodule [3]   
  
  

 
Figure 2. Machine assisted system for cancer detection in different parts of the body [4] 

 
By and large, the automated systems 

include two steps: (1) the candidate 
screening; (2) the false-positive reduction 
[5]. The coarse candidates are screened by 
setting the threshold to the intensity and 
morphological parameters [6], [7]. The 
threshold value is commonly gentle for 
high sensitivity, and a large number of 
false-positives are generated. Hence, the 
advanced classifiers are required to reduce 
the false-positive rate. It is reported that the 
lung nodules with a diameter < 4 mm 
account for 59.5% of a total of 210 
uncalcified lung nodules [8]. Besides, 
various recommendations have been 
provided for the management of micro-
nodules by different institutes. For instance, 
the interval CT at 12 months is 
recommended for the subjects with a high 
risk once the solid nodule (< 4 mm) is 
detected in the baseline scan by Fleischner, 
Lung-RADS, and ACCP (American 
College of Chest Physicians) guidelines [9]. 

The present paper was aimed at fitting 
and matching the designed network with 
the dataset with the intention of achieving 
the considered purpose through heuristics. 
Indubitably, the heuristics with the accepted 
results were compared for a second round 
with the results of previous studies. It is 
believed that the implementation of state-
of-the-art CAD was essential to support 
radiologists' decisions. Thus, with a better 
CNN design, more eminent results could be 
achieved with fewer crops and epochs[10]. 
Therefore, the number of CNN layers or, in 
other words, the CNN models with different 
depths in the current paper was examined. 

2. Literature Review 

Deep learning is an artificial intelligence 
subspecialty that focuses on imitating 
human abstraction capabilities by 
dynamically changing its neural network 
functions parameter to do extra accurate 
detection and classification. The abstraction 
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capability of deep learning, especially 
Convolutional Neural Network(CNN) as 
the current state-of-the-art approach for 
image analysis, was recently examined in 
medical images In the past decade [11-14]. 

Succinctly, convolutional neural 
networks consist of a disparate layers stack, 

which is accordingly learned to 
automatically extract useful information 
from the input data without involving any 
features of engineering procedures [15]. A 
typical CNN architecture is illustrated in 
figure 3. 

 
 

 
Figure 3. A typical CNN architecture [16] 

 
The first CNN was the LeNet, presented 

in the 1998 paper[17]. This was the first 
network in which convolution filters were 
used[17,18]. Later on, a number of much 
deeper CNN structures were suggested[17] 
comprising AlexNet that was designed by 
Alex Kryshevsky, contained eight layers, 
was the basis of the convolutional neural 
networks applied to the ILSVRC-2012 
challenge[19], first successful application 
of CNN in a recognition task, and VGG-
VD with 16 and 19 layers of CNN 
structures. GoogleNet had a 22 layer 
network that contains basic architectures 
and was proposed to control the confutation 
between increasing the training parameters 
and overfitting[20]. Residual 
Network(ResNet) was approximately 20 
times deeper than AlexNet and eight times 
deeper than VGGNet[21]. Furthermore, 
SENet[22] and their variants [21], [23]. 

 

Most of the previously mentioned 
algorithms utilized complicated, 
exceedingly deep, or pre-trained CNNs that 
are not built specifically for the lung nodule 
classification problem. Thus, they require 
extra computations and far more running 
times to reach substantial hours on 
advanced hardware to achieve a final 
outcome. Our contribution can be 
summarized as follows: 

 
 Selection of simple network 

architectures and discovering the best 
configuration by experiments yielded to 
an optimal lightweight network that 
avoids overfitting and performs well 

 Benefiting from a novel end-to-end  and 
supervised learning manner and 
customized patch-based CNN for the 
image classification, which reduces the 
computational costs and training time of 
the whole framework 
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 Sufficient, valid, and realistic samples 
for training 

 The number of suitable cycles of the 
learning phase for agility 

 Performance improvements from the low 
number of CNN layers 

 Meliorate evaluation criteria, such as 
accuracy, sensitivity, and specificity, as 
well as reducing the false-positive rate 
and computational time, which are the 
main challenges of the previous studies 

3. MATERIALS AND METHODS 

3.1 Dataset 

One of the challenges in implementing 
deep learning algorithms is the lack of 
appropriately labeled medical image data. 
The so-called limitation, which pertains to 
most of the deep learning applications, is 
primarily due to patient’s medical 
information confidentiality. One of the 
publicly available lung CT image datasets 
is LIDC/IDRI database[24]. Since the 
entirety of the LIDC dataset has a  massive 
size (125 Gigabytes), a subset of the 
dataset, including a number of 3536 
positive and 3536 negative samples/slices, 
was extracted from 300 CT scans and used 
in the present experiment. Positive samples 
corresponded to a set of 2D image 
regions/patches with the size of 80*80 
pixels and a nodule manifestation. In 
contrast, the negative samples corresponded 
to the same size patches inside lung 
parenchyma without a nodule. Accordingly, 
a subset of the LIDC public dataset, 
including N=7072 CT slices of varying 
nodule sizes (1 mm to 4 mm), was used for 
the training and validation of the proposed 
approach. 
 

3.2 Policies to distinguish between small 
lung nodules and non-nodules from 
CT images 

Generally, there were three policies to 
distinguish between lung micro-nodules (or 
small nodules) and non-nodules from CT 
images. First, the CNN models were 
utilized to refrain from a series of 
computationally exorbitant steps such as 
segmentation, feature extraction, and 
selection that lead to the end-to-end 
solution. Likewise, the residual CNN was 
employed to reduce the false-positives [25], 
the massive-training artificial neural 
networks (MTANNs) were also used to 
build up the end-to-end machine-learning 
models given the bounded training data 
[26]. To address the issue of data lack, data 
augmentation and transfer learning were 
proposed [12]. Although data augmentation 
(i.e., rotation, translation, and scale) are 
typically attempted to be exploited in 
studies, no considerable improvements 
were found for performance measures (i.e., 
the F-score, accuracy, sensitivity, and 
AUC)[27]. Second, the hand-crafted 
features-based classifiers were widely 
applied. Based on border delineation or 
segmentation, various features have been 
considered, including intensity, 
morphology, texture, wavelets, etc.[28], 
[29], [30]. Subsequently, the feature 
selection and machine learning-based 
methods were followed [31], [32]. For 
instance, to characterize the lung cancer 
phenotypes, Parmar et al. [33] evaluated 14 
feature selection algorithms with 12 
classification methods and found that the 
Wilcoxon test-based feature selection 
method, as well as random forest, achieved 
the highest performance. Third, the fusion 
of CNN estimation and hand-crafted 
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features was also used to address the false-
positive reduction in the automated 
detection of nodules [2]. Even though it is 
difficult to decide on the best strategy to be 
applied, the proposed CNN models 
presented a solution with appropriate 
performance to classify micro-nodules and 
non-nodules. 

 
3.3 Proposed model  

A usual framework of nodule detection is 
shown in Figure 4. The workflow of the 
proposed framework is revealed in Figure 
5. The framework included the steps of Pre-
Processing, Segmentation, Automatic 
Identification (extraction of features 
regardless of specific features and based on 
the convolutional network, and then 

network training using dataset), and 
Classification based on the CNN algorithm 
(and Non-traditional). According to the 
objectives of the research (especially noted 
in section 2). Above all, Fast analysis, high 
accuracy, low False-Positive Rate, and a 
primary light model implemented on our 
dataset, and to improve these results, 
innovative changes were applied to this 
CNN model, with its effects being observed 
several times. Finally, the optimized 
architecture was achieved that was 
compatible with the present dataset and the 
current study's objectives. The proposed 
CNN architecture was a modified version of 
the proposed architecture in [26]. The main 
difference between the two architectures 
was the number of their layers. 

 
 

 
Figure 4. Usual framework of nodule detection and analysis systems [34] 

 
 

 
Figure 5. The proposed framework and model 
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Large images' input may take a longer 
time and result in impoverished feature 
learning (especially for tiny objects). The 
numerous existing deep learning-based 
methods' computation capacity were 
conditioned through the available memory 
on the Graphics Processing Units (GPUs), 
making it nearly impossible to apply deep 
CNN-based methods for processing extra-
large images [35]. Consequently, to remedy 
the memory requirement, it was necessary 
to split the large images into small patches 
comprising the objects whose features 
needed to be detected. In addition, large 
image patches might contain a substantial 
amount of unnecessary information, which 
could cause a mixed-pixel problem [36]. In 
the segmentation step, classifying at the 
pixel level, extracting the lung's main areas 
from the background, and removing 
additional parts as well as adjacent tissues 
from the image were the intentions of the 
present research. Considering that the 
results of this stage were used in the 
following steps of the same convolutional 
model, and the convolution model requires 
capacious memory to execute, the 
importance and necessity of segmentation 
were well known. To perform segmentation 
operations, traditional image processing 
algorithms, such as the Water-Shield, 
Active Connector, etc., and even the CNN 
model, could be employed using MatLab 
software. In Figure 6, the output of the lung 
segmentation is exhibited. 

 

 
Figure 6. Output of lung segmentation: (left) the 
original image and (right) the segmented image 

The second step was to determine the 
training strategy and data preparation, 
including pre-processing and multi-
partitioning of images and positive/negative 
tagging samples. In fact, the step led to data 
preparation, due to which a CT scan of a 
patient consisted of n numbers. For 
example, in 200 slices, each slice was a cut 
of tissue (although some slices were 
removed in the first step), and each slice 
was a two-dimensional image with the size 
of 512 * 512 mm. Therefore,  the digital 
information of a patient's CT scan image 
was initially stored in a 3-D array. In the 
received data, a file called Coordinative 
meant a two-dimensional coordinate guide 
that expressed the coordinates of the 
probability and extended the presence of 
the nodule. The operation began on the 3rd 
array above, and the two-dimensional slices 
were converted to smaller sections, such as 
80×80mm. The coordinates of each of these 
sections were analogous to the coordinative 
file, and once the result was positive, it was 
stored as a Box or a Separation Crop 
(Figures 7,8) with a positive label. 
Otherwise, it was labeled as Negative. 
 

 
Figure 7. Cropping of Slice 

 
   

Figure 8. Labeling Data Images 

+

- 
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The information for each of these 
sections, including the primary coordinates, 
digital information, and the image itself, 
ought to be stored for later stages. The 
above items were stored for the entire 
patient, and the results were collected as a 
tagged data. Although the CNN could 
potentially be trained in all pixels, an 
increase in computational costs and training 
time lead the researcher to cut the images 
around the coordinates provided in the 
annotation file (Coordinate file).  

Latterly, the number of deep CNNs 
layers became larger and larger. It was 
beneficial to increase the number of layers 
in the network since the features could be 
quickly learned at different abstraction 
levels. Using very deep network structures 
requires extra parameters to be recognized, 
leading to an increase in the network 
complexity, the training time, the error 
generalization, and the overfitting rate. 

Various research was done regarding the 
lung nodule detection and state-of-the-art 
CNN method, which is noted in section 2. 
In the present inquiry, an agile CNN model 
was developed, which included two and 
three convolutional layers, where the most 
successful model was not the deepest one 
but the one with two convolutional layers. 
Hence, the deeper CNN structures were not 
reasonable all along, and it was crucial to 
take the following factors into consideration 
while designing a network: the size and 
shape of the objects to be classified, the 
available dataset, and a number of 
parameters, such as kernels size that were 
not merely relied on the network depth, The 
study conducted by Tajbakhsh et al. [26] 
are shown in figure 9. Besides, the study 
conducted by El-Regaily et al. [37] is 
shown in figure 10.  

 

 

Figure 9. A shallow CNN(sh-CNN) [26] 

 

Figure 10. The effect of changing the number of convolutional layers on the average accuracy, sensitivity and 
specificity [37] 
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The third step, the CNN model, was the main stage and was designed using the following 
equations:  the convolutional layer is shown in equation (1) [38].  

𝑓𝑓𝑗𝑗 = 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃(� 𝑐𝑐𝑖𝑖𝑗𝑗 ∗ 𝑓𝑓𝑖𝑖 + 𝑏𝑏𝑗𝑗𝑖𝑖 )                                                   (1) 

𝑓𝑓𝑖𝑖:  i-th input attribute to be mapped         𝑓𝑓𝑗𝑗:  j-th Output feature that is mapped 
𝑏𝑏𝑗𝑗: bias for the j-th output attribute that is mapped 𝑐𝑐𝑖𝑖𝑗𝑗: Kernel and convolutional core among 𝑓𝑓𝑖𝑖 and 𝑓𝑓𝑗𝑗 
 
After each layer Conv. A PReLU unit(Parametric Rectified Lineral Unit) converts nonlinear 
mode linearly, according to equation (2) [39].   

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃�𝑓𝑓𝑗𝑗� = �
𝑓𝑓𝑗𝑗        𝑖𝑖𝑓𝑓     𝑓𝑓𝑗𝑗 > 0
𝑎𝑎𝑗𝑗𝑓𝑓𝑗𝑗    𝑖𝑖𝑓𝑓     𝑓𝑓𝑗𝑗 ≤ 0

�                (2)   

𝑎𝑎𝑗𝑗 : The learning parameter, for example, 0.25 
 
Pooling layer or parameter reduction is shown equation (3) [19].   

𝐶𝐶𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 = �

𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝(∝ (𝑐𝑐1 + 𝑏𝑏1 ∗ 𝑃𝑃)))
.
.

𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝(∝ (𝑐𝑐𝑛𝑛 + 𝑏𝑏𝑛𝑛 ∗ 𝑃𝑃))

�               (3)   

∝ () : Activation function as Max or Average   𝑐𝑐𝑖𝑖 : i-th Convolution property vector 
b: The bias of each feature vector    e: Vector unit, same size with 𝑐𝑐𝑖𝑖 
 
Two state Soft-Max function is placed in the last layer and used to obtain the probability 
functions for each positive or negative label, and the main purpose is to increase the 
probability and reduce entropy, that shown equation (4). 

𝑃𝑃𝑘𝑘 = EXP(𝑂𝑂𝑘𝑘)
∑    EXP(𝑂𝑂ℎ)  ℎ⊆{0,1}

               (4)       

             
𝑃𝑃𝑘𝑘 : Likelihood of each tag    𝑂𝑂𝑘𝑘 : k-th Output 
 
Zero means negative label and one means positive label.  The Loss function is used to reduce 
the entropy during the training, according to equation (5) [40].   
𝑃𝑃(𝑤𝑤) = − 1

𝑁𝑁
∑ [𝑦𝑦𝑛𝑛 𝑃𝑃𝑝𝑝𝐿𝐿𝑁𝑁
𝑛𝑛=1  ŷ𝑛𝑛 + (1 − 𝑦𝑦𝑛𝑛)𝑃𝑃𝑝𝑝𝐿𝐿(1 − ŷ𝑛𝑛)] + 𝜆𝜆|𝑤𝑤|         (5)   

N: Training sample number   ŷ𝑛𝑛 : Predictable Chance for CNN  
 𝜆𝜆|𝑤𝑤|=5*10−4 
 
Weights are plotted by the SGD algorithm during training, according to equation (6) [41]. 
𝑤𝑤𝑡𝑡+1 = 𝑤𝑤𝑡𝑡 + 𝑣𝑣𝑡𝑡+1                                  𝑣𝑣𝑡𝑡+1 = µ 𝑣𝑣𝑡𝑡−∝ ∇𝑃𝑃(𝑤𝑤𝑡𝑡)        (6)  
 t: Repeat Sample Number   v: updated value, whose initial value is zero 
α : Training rate     The initial training rate is: ∝0= 6 ∗ 10−5 
µ=0.9     ∇𝑃𝑃(𝑤𝑤) : gradient proportionaled to size of the data 
 
Calculate the training rate according to equation (7) [42]. 
∝𝑡𝑡+1=∝0 (1 + 𝛾𝛾𝛾𝛾)−𝑝𝑝                   (7) 
𝛾𝛾 = 0.0001                        p=0.75       
 





Journal of Artificial Intelligence in Electrical Engineering, Vol. 8, No.31, December 2019 
 

17 
 

Considering the fact that the micro-
nodules and non-nodules were both tiny 
objects, two CNN models were designed 
with small filters and different depths. The 
first CNN model (Scenario1) consisted of 
three convolutional layers (according to 
Figure 11 and Table 1), and the second 
CNN model (Scenario2) consisted of two 
convolutional layers (according to Figure 
12 and Table 2). The dropout layer helped 

the network to ignore a series of units 
during the training process, which could 
overcome the overfitting problem. The 
ReLU layer played the role of convergence 
accelerator of the stochastic gradient 
descent (SGD), resulting in the recovery of 
the training speed. MaxPooling layer 
facilitated the network to focus merely on 
the image information deriving from the 
convolution process [43]. 

 

 
Figure 11.  Proposed CNN architecture of Scenario1 

 
Table 1. Parameters of the CNN architecture of Scenario1(Dropout=0.2 and Learning Rate=0.0001) 

_________________________________________________________________ 
Layer (type)                 Output Shape              Param # 

================================================================= 
conv3d_4 (Conv3D)            (None, 39, 39, 3, 8)      80 

_________________________________________________________________ 
batch_normalization_4 (Batch (None, 39, 39, 3, 8)      32 

_________________________________________________________________ 
conv3d_5 (Conv3D)            (None, 19, 19, 3, 8)      584 

_________________________________________________________________ 
batch_normalization_5 (Batch (None, 19, 19, 3, 8)      32 

_________________________________________________________________ 
max_pooling3d_2 (MaxPooling3 (None, 9, 9, 3, 8)        0 

_________________________________________________________________ 
conv3d_6 (Conv3D)            (None, 4, 4, 3, 8)        584 

_________________________________________________________________ 
batch_normalization_6 (Batch (None, 4, 4, 3, 8)        32 

================================================================= 

 
Figure 12.  Proposed CNN architecture of Scenario2 
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Table 2. Parameters of the CNN architecture of Scenario2(Dropout=0.2 and Learning Rate=0.0001) 
_________________________________________________________________ 
Layer (type)                 Output Shape              Param # 

================================================================= 
conv3d_3 (Conv3D)            (None, 39, 39, 3, 8)      80 

_________________________________________________________________ 
batch_normalization_3 (Batch (None, 39, 39, 3, 8)      32 

_________________________________________________________________ 
conv3d_4 (Conv3D)            (None, 19, 19, 3, 8)      584 

_________________________________________________________________ 
batch_normalization_4 (Batch (None, 19, 19, 3, 8)      32 

_________________________________________________________________ 
max_pooling3d_2 (MaxPooling3 (None, 9, 9, 3, 8)        0 

================================================================= 

 
The tagged data from the previous step 

was divided into three groups: training, 
validating, and testing. The data was 
imported into a model based on a simplified 
standard Le-Net model and carried out 
training, validation, and testing steps. 
Indeed, the steps were taken to extract the 
features, categorize the features, and correct 
the weights. The final and extra accurate 
diagnosis (the nodule coordinates in the 
box) was automatically carried out by the 
CNN model. Thenceforth, all the model 
evaluation criteria (including the Confusion 
matrix and various types of plots, such as 
CNN graphical shape and evaluation charts) 
were extracted. Quality assessment 
parameters such as Accuracy, False-
Positive, etc., were calculated. Once the 
criteria did not obtain the desired utility of 
previous research, changes in the layers, as 
well as the number and arrangements of the 
model, were made ad-hoc, and the steps 
were repeated. The proposed CNN 
architecture with 400 iterations(epochs) 
was exploited. 

A hardware configuration was benefited 
for implementing the existing research, 
including a Core i5 2.4GHz Processor, 8GB 
of RAM, and Intel Graphics 520. Matlab 
software was also used to prepare and pre-
process images, import data, and isolate the 
lung from the background. Python was the 

primary programming language selected for 
project development. Anaconda3 (64-bit), 
Jupyter Notebook, Tensorflow, and Keras 
libraries were utilized to implement the 
CNN network. Keras was compatible with 
Python 2.7, 3.6. Correspondingly, Keras 
allowed users to use other Python libraries, 
including SciPy, NumPy, matplotlib, 
sklearn, and Tflearn.  

4. RESULTS 
The main variables or criteria for 

evaluating the proposed algorithm's 
efficiency were loss function, and 
Classification Accuracy (e.i., how much 
recognition is close to reality) were 
obtained by dividing the number of samples 
which were categorized into the total 
number of samples and Loss Function[44]. 
In the present study, the 5-Cross Validation 
Method was used for the learning and 
testing steps. Thus, after training the CNN 
model, the model was tested with 1415 
images, and the average time to run the 
system was five hours. The Loss and 
Accuracy Plots of two Scenarios shown in 
Figures 13,14,15,16: 
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Figure 13. The Loss Curve of Scenario1 

 

 
Figure 14. The Accuracy Curve of Scenario1 

 

 
Figure 15. The Loss Curve of Scenario2 

 

 
 

Figure 16. The Accuracy Curve of Scenario2 
 

The proposed CNN models with suitable 
depth and size of image patches could 
effectively and efficiently differentiate 
between lung micro-nodules 
(diameter < 4 mm) and non-nodules and 
reduced the false-positive rate. Small image 
patches (or the receptive field) might lead 
to significant performance for the tiny 
objects. The deeper CNN structures were 
not always nice, and it was pivotal to 
consider the dataset and the objects of 
interest while finding adequate depth. Some 
parameters such as kernel size and the 
number of epochs required to be optimized. 
These methodological findings and the 
extracted dataset of micro-nodules and non-
nodules might help to design other CNN 
models. The proposed CNN models might 
help to decrease the radiologists’ workload, 
unnecessary anxiety for the affected 
subjects, contribute to precise lung cancer 
management in early stages, and automatic 
lung nodules detection from CT images. 

Table 3 presented a comparison between 
the current approach and other similar 
published methods. According to this 
comparison and the plethora of similar 
studies with comparable findings that have 
been mentioned in the literature,  it can be 
seen that the evaluation criteria were 
improved in a balanced state. Therefore the 
proposed method provided an acceptable 
performance.  
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Table 3   Comparison of the proposed method with previous similar studies 
Nodule Detection 

Method 
Database Number of 

Used CT 
Images 

Sensitivity 
% 

Specificity 
% 

Accuracy 
% 

Multi-scale Convolutional 
Neural Networks 

(MCNN)[45] 

LIDC-IDRI 1010 NA NA 86.84 

Multi crop convolution 
neural network[46] 

LIDC-IDRI 1010 77 93 87.14 

CNN[47] LIDC-IDRI 4581 83.96 84.32 84.15 
CNN 

5 Layer[48] 
LIDC-IDRI 1000 78.19 86.13 82.1 

ReCTnet[49] 
 

LIDC-IDRI 1018 90.5 
 

NA NA 

CNN 
U-NET[50] 

LUNA16 1397 NA NA 86.6 

2D ConvNets[7] LIDC-IDRI 888 85.4 and 90.1  
 

NA NA 

Attention 3D-CNN[51] 
Lung Nodule 
Analysis 2016 

(LUNA16) 

888 95.8  NA NA 

2D convolutional neural 
network (CNN) & (Faster 

R-CNN)[52] 

LUNA16 1018 86.42, 73.4 and 
74.4 

NA NA 

Level-Set Method[53] LIDC-IRDI 800 84.3 85.9 84.8 

Pixon Based Method[54] 
LIDC-IRDI 800 78.8 81.2 80.4 

ELCAP 50 72.5 60 67.5 

Proposed Method 

 Scenario1  
    LIDC-IRDI 

300 CTs 
7072 patches 

NA NA 83.6 

Scenario2  
    LIDC-IRDI 

300 CTs 
7072 patches 

NA NA 91.7 

 
5. CONCLUSION AND FUTURE WORK 

Correct lung disease diagnosis with no 
delays following the onset and proper 
treatment of the illness is of extra necessity 
and cruciality. Diagnosis of lung diseases 
requires a careful and time-consuming 
process that is undertaken by a specialist 
physician. Obviously, human error due to 
the large number and complexity of images 
is effective in diagnosing and treatment 
process. Given the increasing spread of 
lung diseases in nowadays' industrialized 
societies, the provision of computerized 
methods to aid faster and precise diagnosis 
is among physicians and engineers' main 
concerns. Thus, with the intention of 
reducing human errors, speeding up 
diagnosis, and increasing their accuracy and 

precision, a CAD system for assisting the 
physicians was presented in the current 
paper.  

 A simple yet efficient CNN architecture 
was developed that suited nodule detection. 
Using a CNN greatly simplified the training 
process and shortened the training time 
without sacrificing the classification 
accuracy, which outperformed several state-
of-the-art algorithms and was comparable 
to the others.  

two CNN models were developed to 
differentiate micro-nodules and non-
nodules from CT images. These models 
could optimize the accuracy in automated 
lung nodule detection, which consequently 
reduced the radiologists' workload, avoided 
unnecessary anxiety for the affected 
subjects, and helped imply extra accurate 
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follow-ups leading to proper and life-saving 
treatments. The proposed method had the 
desired efficiency and speed of detection. 
By comparing the diagrams results of the 
two scenarios, it was unearthed that 
Scenario 2 was more efficient owing to its 
lightweight network.  

It could be a question of future research 
to investigate the relationship between the 
other independent variables and the 
evaluation parameters. Furthermore, a 
Mobile app could be developed based on 
the proposed model for public uses. In 
addition, in the present study, merely the 
dataset of LIDC was exploited, and the 
generalizability of our CNN model was not 
known for other independent datasets. 
Therefore, this could be a decent research 
question for future studies to explore with 
the intention of extending the current 
model’s capacity to determine the nodules 
as well as tagging them as cancerous or not.  
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