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 Abstract 

The crow search algorithm and the grey wolf optimizer are two favored optimization approaches that 

have attracted extensive attention from researchers. The swarm-based lifestyle of crows in nature is the 

inspiration source of the crow search algorithm. The grey wolf optimizer is inspired by the hierarchical 

system of grey wolves for hunting. Both mentioned algorithms perform properly for solving many 

optimization problems, but these algorithms do not perform well for some. A combinatory optimization 

algorithm is introduced in this paper by combining the crow search algorithm with the grey wolf 

optimizer. The introduced approach has more diverse movements to explore the search space of the 

investigated problem. The combinatory algorithm is used to solve the feature selection problem of 

intrusion detection systems, where its goal is to improve the accuracy rate by selecting the most 

important features to build the system's classifier. The UNSW-NB15 intrusion detection dataset is 

considered for evaluation of the combinatory algorithm. The results of the experiments reveal the high 

efficiency of the combinatory algorithm for most instances in the experiments in comparison with the 

other popular optimization algorithms. 

Keywords: Gray wolf optimization, Crow search algorithm, Intrusion detection, Feature selection, 

Combinatory optimization algorithm. 

 

1- Introduction 

Regardless of their nature, swarm-based 

optimization algorithms share a common 

feature of establishing the search process from 

the exploration and exploitation phases. 

Determining a proper balance between these 

two steps is the most important mission in 

creating an optimization algorithm. Along the 

exploration step, the algorithm attempts to 

search the complete search space of a problem 

and with long movements. In the exploitation 

step, the algorithm searches the search space 

close to the fortunate answers found in the 

exploration phase with small moves. 

One of the problems of optimization 

algorithms is that the algorithm stops at local 

optimal answers where the answers do not 

improve despite more iterations. In some 

cases, the problem of stagnation in the 

answers arises, where after some iterations, 

the algorithm does not produce new and better 

answers. In this case, obtaining the global 

optimal answer is not possible. The above two 

problems usually arise due to the poor 

performance of the algorithm in the 

exploration phase, which is usually solved by 

increasing the diversity in the population by 

adding new operators. One of the other 

problems of optimization algorithms occurs in 

the exploitation phase. When suitable 

potential answers have been found, it is not 

desirable to continue the search and 

exploration operations in the search space, 
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and the optimal global answer should be 

searched for by local search around the found 

answers. Optimization algorithms are usually 

equipped with parameters that control the 

portion of exploration and exploitation to 

solve the problem. These parameters try to 

direct the search in the problem search space 

as completely as possible in the initial 

iterations of the algorithm. But in the final 

iterations of the algorithm, the mentioned 

parameters reduce the power of exploration 

and try to focus the algorithm on the answers 

found in the exploration phase and more 

accurate local search around these answers. In 

general, creating a reasonable proportion 

between the exploration and exploitation 

function of the algorithm will cause the 

algorithm to converge gradually to answers 

close to the global optimum answer. Another 

approach suggested in the literature to solve 

the above issues is to combine optimization 

methods to use their benefits and conceal the 

weaknesses of each method. 

The number of intrusions and attacks in 

computer systems has increased with the 

growing network connections and the use of 

different network-based software. Intrusion 

detection systems are presented as a proper 

technology for this issue and are considered 

an essential component of computer networks. 

Intrusion detection systems have different 

types based on the kind of information 

detection and analysis them. They can be 

organized as anomaly-based systems and 

abuse-based systems. Designing an intrusion 

detection system contains two main steps for 

selecting features and creating an optimal 

event classifier employing the selected 

features. Various optimization approaches 

have been used for feature selection in 

intrusion detection systems[1]–[7].  

An optimization method combining the 

gray wolf and crow search algorithms for 

feature selection in intrusion detection 

systems is introduced in this paper. The used 

classifier is a naive Bayesian network. The 

combination of different operators of 

optimization algorithms has increased the 

power of exploration and exploitation and 

caused to find better outcomes by the 

proposed combinatory algorithm. 

2- Previous works 

Various optimization algorithms have been 

proposed so far to solve diverse optimization 

problems. The gray wolf optimization [8] and 

crow search [9] algorithms are two of them 

that have attracted the attention of several 

researchers. In this section, a brief explanation 

of the structure and functionality of the 

mentioned algorithms is provided. 

2-1- The gray wolf optimization 

The Gray Wolf Optimization algorithm, 

which is a swarm-based meta-heuristic, is 

introduced by Mirjalili et al. and simulates the 

hierarchical leadership of gray wolves for 

hunting in nature[8]. The alpha, beta, delta, 

and omega are the wolf types in the gray wolf 

algorithm which includes the three phases of 

the optimization process: encircle the prey, 

search for it, and attack it. Alpha is the leader 

wolf who directs other wolves for hunting. 

There are beta wolves in the second level, 

which provide communication between the 

alpha and delta wolves. The delta and omega 

wolves place in the third and fourth levels of 

the hierarchy of gray wolves.The distance of 

the current wolf (W) from alpha, beta, and 

delta wolves must be computed with Equation 

(1) for each iteration to obtain its next position 

in the search space. 

 

(1) 
Dalpha=|C1 . Walpha -W | 

Dbeta  =|C2 . Wbeta   - W |   

Ddelta =|C3 . Wdelta - W | 
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Equation (2) calculates W1, W2, and W3 

for obtaining the next position of the W wolf.  

 

(2) 
W1=Walpha - A1 . Dalpha  

W2=Wbeta   - A2 . Dbeta  

W3=Wdelta  - A3 . Ddelta 

 

Equation (3) computes the control 

parameters of the algorithm named A and C, 

where a is a number between 2 and 0 and 

decreases linearly along the iterations. Two 

randomly generated values, r1 and r2, are 

between 0 and 1 in Equation (3). 

 

(3) 
A=2 a. r1 – a 
C=2 . r2 

 

The new position of each wolf in the 

population for use in the next iteration is 

calculated by Equation (4). 

 

(4) W(t+1) = (W1 + W2 + W3)/3 

 

The gray wolf optimization algorithm has 

been applied for various applications, and its 

modified versions have also been developed. 

2-2- The Crow Search Optimization 

Crows are known to hide their food to use 

later, and simultaneously they watch other 

birds for finding and stealing the foods they 

have hidden. In the crow search algorithm [9], 

a group of crows with the size of N are 

interacting in an environment with the 

dimension of d. The crow with the number a 

has a position in the search space for each 

iteration which is indicated by xa,iter. The crow 

a memorizes its best food-hiding place in the 

position ma,iter. Crows update their hiding 

places by moving in the search space and 

finding better places, which will be a food 

source in the future. In the iterations of the 

crow search algorithm, when the crow b wants 

to find its hiding place mb,iter, and crow a wants 

to follow crow b to find its hiding place, two 

situations may happen.  

In the first situation, crow b does not know 

that crow a aims to follow it. Therefore, crow 

a will find the hiding position of crow b and 

the new position of crow a is calculated with 

Equation (5), where ri is a random value in [0, 

1] and fla,iter is the flight length of crow a for 

the iteration iter. APb,iter is the awareness 

probability of crow b for iteration iter. The 

local search near the xa,iter is performed by 

small amounts for the fla,iter and the global 

search is done by large amounts for it. 

Crow a follows crow b in the second 

situation, while crow b knows about that. 
Therefore, crow b misleads crow a by flying 

to another position to protect its food hiding 

position. For the second situation, the new 

position of crow a is obtained by giving it a 

random position of the search space (Equation 

(6)). 

 
𝑥𝑎,𝑖𝑡𝑒𝑟+1 = 𝑥𝑎,𝑖𝑡𝑒𝑟 + 

    𝑟𝑎 × 𝑓𝑙𝑎,𝑖𝑡𝑒𝑟 × (𝑚𝑏,𝑖𝑡𝑒𝑟 − 𝑥𝑎,𝑖𝑡𝑒𝑟)  𝑟𝑏 ≥ APb,iter 

 

(5) 

𝑥𝑎,𝑖𝑡𝑒𝑟+1 = 𝑎 𝑟𝑎𝑛𝑑𝑜𝑚 𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛        𝑟𝑏 < APb,iter (6) 

3- Combinatory Crow Search and Gray 

Wolf Algorithm 

In this section, using the crow search and 

gray wolf optimization algorithms, a 

combinatory optimization approach is 

proposed to solve the optimization problem of 

feature selection in intrusion detection 

systems, which takes advantage of both 

algorithms. Like the other optimization 

algorithms, crow search and gray wolf 

optimization may get trapped in local optima 

and find low-quality answers due to fast 

convergence. The proposed combinatory 

algorithm improves the exploration and 

exploitation phases by having a variety of 

motion operators related to both algorithms 

for the search elements. It creates a balance 

between these two phases and can find the 

near-optimal global answer. It makes an 

appropriate balance between these two phases 
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where it can find the near-optimal global 

answer. The proposed combinatory algorithm 

efficiently explores the studied problem's 

search space and finds promising regions. The 

reason for the high exploration property of the 

combinatory algorithm is the existence of 

search elements with different answers from 

its base algorithms. In the later iterations of 

the combinatory algorithm, the operators of it, 

inherited from the crow search and gray wolf, 

perform a more detailed search near the 

promising answers found in the exploration 

phase of the algorithm. The combinatory 

algorithm appropriately balances the 

exploration and exploitation steps, and by 

finding accurate answers, its performance is 

higher than the crow search and gray wolf 

algorithms. The most important properties of 

the introduced combinatory algorithm are as 

follows: 

 The proposed algorithm is developed by 

combining two optimization algorithms, 

the crow search and gray wolf 

optimization, so it has more diverse 

movement operators for its search 

elements in the problem search space. 

 The combinatory algorithm uses random 

values within the range of the search space 

to initialize the search elements. A random 

population is generated in the 

initialization phase of the combinatory 

algorithm. This population is divided into 

two subpopulations. The crow search 

algorithm works on the former, and the 

gray wolf algorithm works on the latter. 

 In each iteration of the combinatory 

algorithm, the two algorithms of the crow 

search and the gray wolf optimization 

work on two independent populations, and 

at the end of each iteration, the 

populations are incorporated as a single 

merged population. 

 Subsequently, the fitness of the members 

of the merged population is calculated and 

sorted, and a fair share of search elements 

based on the fitness value is divided 

between the crow search and gray wolf 

populations. For this purpose, after 

sorting, members with even numbers are 

considered for search elements of the crow 

search algorithm, and members with odd 

numbers are considered for search 

elements of the gray wolf algorithm. 

 In the early iterations of the combinatory 

algorithm, the search elements are moving 

in the search space by different strategies 

of the crow search and gray wolf 

algorithms, where the initial population is 

generated completely randomly. 

Nevertheless, in the last iterations, the 

coefficients of both base algorithms cause 

to decrease in the diversity of search 

elements, and the population converges to 

the near-optimal answers. The mentioned 

behavior change of the algorithm 

establishes a balance in the proportion of 

exploration and exploitation operations. 

The flowchart of the combinatory 

optimization algorithm is illustrated in Figure 

1. According to Figure 1, the algorithm has 

two-population that applies a different 

algorithm to each sub-population and 

improves the population elements. The 

important specialty of the combinatory 

algorithm is that in the current state, the 

operators of the crow search and gray wolf 

algorithms are applied sequentially on the 

sub-populations, and due to the halving of the 

population, there is no considerable increase 

in the algorithm execution time compared to 

the base algorithms. But due to the 

independence of the sub-populations of the 

proposed combinatory algorithm, it is possible 

to run the crow search and gray wolf 

algorithms in parallel on the relevant sub-

populations, and merging and division of sub-

populations are performed only at the end of 

each iteration.. 
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The execution time of the combinatory 

algorithm will be reduced to about half as a 

result. In the proposed algorithm, an initial 

population is generated first randomly. In the 

next step, the proposed algorithm checks 

random answers. If they are outside the 

problem search space, the answers will be 

returned to the search space. Afterward, the 

combinatory algorithm computes the fitness 

values for the randomly generated answers. 

Then, the algorithm partitions the merged 

population into two parts considering the 

fitness values of search elements. This process 

establishes equal conditions for both crow 

search and gray wolf parts to improve and 

update the sub-populations.  

The pseudo-code of the introduced 

combinatory grey wolf-crow optimization 

method is presented in Algorithm 1.  

 

 

Fig. 1. Flowchart of the combinatory gray wolf-crow optimization algorithm 

 

Algorithm 1. Pseudo-code for the combinatory grey wolf-crow optimization algorithm 

T_Pop = Create a population randomly with the size of N (Size of the total population); 

While (i < max iterations) 

    Check the feasibility of answers in the T_Pop; 

    Compute the T_Pop’s fitness values; 

    Partition the T_Pop to G_Pop (wolves, GWj (j=1,2, …, N/2)) and C_Pop (crows, CRj (j = 1, 2, ..., N/2));  

    Determine the Alpha, Beta, and Delta wolves in G_Pop.; 

    For each GWj (gray wolf) in G_Pop (j = 1, 2, ..., N/2) 

       Compute C, A, a, W1, W2, and W3 by Equation (2) and Equation (3); 

       Compute the new position of the GWj using W1, W2, and W3 and Equation (4); 

    End For 

    Initialize the memory of each crow in C_Pop; 

    For each CRk in C_Pop (k = 1, 2, ..., N/2) 

        CRj = Select a crow randomly in C_Pop to follow it; 

        APj = Define an awareness probability; 

        If rj >= APj 
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            CRk.new_position=Change the position of the CRk by Equation (5); 

        Else 

            CRk.new_position=Change the position of the CRk by Equation (6); 

        End If        

    End For 

    Check the feasibility of new positions of the crows in C_Pop; 

    Evaluate the fitness of new positions of the crows in C_Pop; 

    Update the crows' memory. 

    Integrate G_Pop (wolves) and C_Pop (crows) into the T_Pop; 

    i=i+1; 

End While  
Return the best-answer in the T_Pop; 

 

3-1- Using the proposed algorithm for 

feature selection 

There are many features in every 

networking event, and investigating them is a 

time-consuming job. On the other hand, some 

features are duplicated and provide no new 

information about the network event. 

Therefore, some feature reduction techniques 

are introduced so far that decrease the 

complexity of this problem[3]. An optimal 

feature set is selected to build an event 

classifier in intrusion detection systems. This 

set will guarantee the speed and accuracy of 

the classifier by representing all features. In an 

intrusion detection system, the job function of 

a classifier is categorizing the network packets 

(events) into normal and attacks. 

The introduced combinatory method is 

evaluated by optimizing the selected set to 

build the classifier in the current paper. The 

naive Bayesian network [10] as a simple and 

easy-to-use classifier is applied in the 

experiments of this paper. At the end of each 

iteration of the compared algorithms, a naive 

Bayesian network is built by the selected 

features and trained with the intrusion 

detection dataset. Afterward, the classifier is 

evaluated with the test set of the dataset. The 

naive Bayesian network has many other 

applications as a data mining tool which 

classification of network events in intrusion 

detection systems is one of them. There are 

different kinds of classifiers that are used in 

intrusion detection systems. However, this 

paper focuses on the feature reduction phase 

of developing an intrusion detection system. 

Figure 2 shows the flowchart of using the 

combinatory algorithm for the feature 

selection phase of developing an intrusion 

detection system. 

4- Evaluation Results of the Combinatory 

Algorithm for Feature Selection 

The UNSW-NB15 dataset [11] is used to 

conduct experiments and evaluate the 

performance of the feature selection algorithm 

presented in this paper. The existing and 

proposed algorithms have been implemented 

by MATLAB software, and the obtained results 

have been compared with previous methods. 
 

4-1- The UNSW-NB15 dataset 
The dataset used in this paper's 

experiments, which performs better in 

detecting newer attacks, is the UNSW-NB15 

dataset [11]. There are 42 features in the 

records of the UNSW-NB15 dataset, where the 

attacks have nine types. Table 1 indicates the 

contents of the UNSW-NB15 dataset records. 
 

Table 1. The types and number of training and test 

records in the UNSW-NB15 dataset 

 

Test Record Train Record Record Kind  

677 2000 Analysis  

11132 33393 Exploits  

6062 18184 Fuzzers  

378 1133 Shellcode  

3496 10491 Reconnaissanc  

40000 18871 Generic  

583 1746 Backdoors  

4089 12264 DoS  

44 130 Worms  

37000 56000 Normal  

82332 175341 Total Records  
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Fig 2. Using the combinatory algorithm for feature selection in the intrusion detection systems 

4-2- Evaluation criteria and fitness 

function 

Some criteria, such as accuracy rate, attack 

detection rate, and false positive rate, can be 

used for the evaluation of an intrusion 

detection system [12]. 

 Some of the mentioned criteria are applied 

in this paper to compare the combinatory and 

previous methods for the problem of feature 

selection in intrusion detection systems. Each 

evaluation criterion is computed by the 

confusion table in Table 2. 

 
Table 2. Confusion table 

Estimated event type 

Normal Attack  

True Negative 

(TN) 

False 

Positive (FP) 
Normal Real 

event 

type False Negative 

(FN) 

True Positive 

(TP) 
Attack 

 

The rate of network events that are rightly 

classified is named the accuracy rate, which 

should be as high as possible. Equation (6) 

shows the procedure of computing the 

accuracy rate.. 
 

(6) 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 𝑅𝑎𝑡𝑒 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁 + 𝑇𝑃
 

 

The rate of network events accurately 

classified as attacks is named the attack 

detection rate. As a third measure, the normal 

network events rate inaccurately classified as 

attacks is called the false positive rate. 

Equations (7) and (8) indicate the procedure 

of computing the DR and FPR, respectively. 
 

(7) 𝐷𝑒𝑡𝑒𝑐𝑡𝑖𝑜𝑛 𝑅𝑎𝑡𝑒 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

(8) 𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑅𝑎𝑡𝑒 =
𝐹𝑃

𝑇𝑃 + 𝐹𝑁
 

 

The fitness function to evaluate the feature 

subsets obtained by the compared 

optimization algorithms is created by 

calculating the accuracy rate. Diverse 

classifiers is employed in intrusion detection 

systems, such as neural networks[13]. But, 
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because the concentration of this paper is over 

the feature selection process, the naive 

Bayesian network, created by the selected 

features, is used as a simple classifier. 

4-3- Solution representation of the 

combinatory algorithm 

Search elements of the implemented 

methods in this paper contain 42 numbers 

representing the importance of 42 features. 

The higher numbers in the solution array 

indicate the selected features of the algorithm. 

During the iterations of the algorithm, the 

numbers change in the search space of the 

feature selection problem. After the last 

iteration, the S higher numbers related to S 

important features are selected to build the 

classifier that will work on the test set records. 

Equation (9) presents a sample solution array 

containing ten floating point numbers for ten 

features. For S=4 selected ones to build a 

classifier, features 2, 7, 9, and 10 indicate the 

four higher values. 

(9) 
 

A sample solution array = [10.3   25  11.2  8  

13  1.7  32.4  7.9  45.7  42] 
 

The proposed hybrid algorithm is 

compared with the genetic algorithm [5], 

particle swarm optimization [14], gray wolf 

optimization [15], and the crow search 

algorithm [9] to solve the feature selection 

problem in intrusion detection systems. 

Another important criterion for solving the 

feature selection problem in intrusion 

detection systems is the selected features 

count. It is important to note that, in addition 

to increasing the processing load in the 

classification operation, increasing the 

number of selected features also reduces the 

accuracy in some cases. For unsophistication, 

the number of features in the experiments of 

this paper is determined to be 5, 10, 15, and 

20. However the best way to consider all 

criteria to solve this problem is to use a multi-

objective algorithm with an objective function 

for the number of selected features. Figure and 

Table 3 compare the accuracy rate obtained 

from different optimization algorithms for the 

UNSW-NB15 dataset.  

The results in Figure and Table 3 show that 

the proposed combinatory algorithm has a 

better accuracy rate for 10 and 15 selected 

features than the other four compared 

algorithms. But for 5 and 20 selected features, 

the accuracy rate of the combined algorithm is 

lower than the gray wolf and crow search 

algorithms. Figure and Table 4 show the 

intrusion detection rate values obtained from 

the compared algorithms for the UNSW-NB15 

data set. 
 

 
Fig 3. The accuracy rate of the compared algorithms 

for different selected features count 
 

 

Table 3. The accuracy rate of the compared 

algorithms for different selected features 

count 
       Selected Features 

                     Count 

Algorithm 
5 10 15 20 

 Combinatory 
algorithm 

87.96 91.18 91.57 87.69 

Genetic 

algorithm 
87.74 89.14 89.6 85.47 

Particle swarm 

optimization 
88.21 90.94 86.38 89.15 

Gray wolf 
optimizer 

91.43 87.18 87.49 86.43 

Crow search 

algorithm 
90.3 90.36 91.51 90.24 
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Fig 4. The detection rate of the compared algorithm 

for different selected features count 

 

 
Table 4. The detection rate of the compared 

algorithm for different selected features count 
 Selected Features 
                    Count 

Algorithm 
5 10 15 20 

 Combinatory 

algorithm 
92.29 95.35 96.59 92.68 

Genetic algorithm 91.14 95.14 90.7 91.45 

Particle swarm 

optimization 
90.15 91.38 84.39 91.66 

Gray wolf 

optimizer 
91.82 95.64 89.47 90.7 

Crow search 

algorithm 
89.85 96.27 94.24 96.25 

 

 

Figure and Table 4 show that the hybrid 

algorithm performs better than other 

algorithms in terms of intrusion detection rate 

for the number of 5, 10 and 15 features. For 

the feature number of 20, the intrusion 

detection rate value for the combinatory 

algorithm is lower than the crow search 

algorithm and higher than the others. Figure 

and Table 5 also show the values of the false 

positive rate resulting from the compared 

algorithms for the UNSW-NB15 data set. 

 

 

Fig 5. The false positive rate of the compared 

algorithm for different selected features count 
 

 
Table 5. The false positive rate of the compared 

algorithm for different selected features count 
 Selected Features 

                    Count 

Algorithm 
5 10 15 20 

 Combinatory 

algorithm 
21.4 12.5 10.3 14.58 

Genetic algorithm 23.28 17.74 12.17 18.45 

Particle swarm 

optimization 
21.41 16.41 12.55 13.21 

Gray wolf 

optimizer 
23.11 20.36 12.2 16.57 

Crow search 

algorithm 
22.78 14.17 11.77 15.67 

 

As mentioned earlier, the lower false 

positive rate indicates the higher efficiency of 

the algorithms for feature selection. Figure 

and Table 5 also show that the proposed 

algorithm has a lower false positive rate than 

other algorithms for the number of 5, 10 and 

15 selected features. For the number of 

features of 20, the particle swarm algorithm 

has a lower false positive rate.  

The results of Figures and Tables 3, 4, and 

5 show that 15 is a reasonable number for the 

number of features selected to create the 

intrusion detection system classifier. 

According to the obtained results, the hybrid 

algorithm can find acceptable answers in most 

cases for the feature selection problem in 

intrusion detection systems. 
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Conclusion 

The conducted experiments show that the 

proposed algorithm provides competitive 

performance compared to other optimization 

algorithms for solving the feature selection 

problem in intrusion detection systems. The 

reason for a higher functionality of the 

proposed algorithm is the diversity of answers 

due to the existence of different movement 

operators. Therefore, the combinatory 

algorithm can explore the problem search 

space well and create diverse answers. On the 

other hand, in the last iterations of the 

combinatory algorithm, the focus is on the 

answers obtained in the exploration phase, 

and the exploitation phase of the combinatory 

algorithm finds answers close to the optimal. 

In future works related to this paper, converting 

of the combinatory algorithm to a multi-objective 

one, the parallel implementation of algorithm 

parts on subpopulations, and the use of neural 

network classifiers to solve the feature 

selection problem can be considered. 
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