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 Considering the essential role of inverse matrices in engineering 

sciences and considering the class of matrices inverses. Now, We 

introduce a new class of generalized inverse which is called n−strongly 

Drazin inverse and some elementary properties of the n−strongly 

Drazin inverse are obtained. Certain multiplicative and additive results 

for the n−strongly Drazin inverse in a Banach algebra are presented. 

We then apply some conditions under which a 2 × 2 block operator 

matrix has n−strongly Drazin inverse over Banach spaces. 
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Introduction 

Matrix analysis is one of the appropriate 

mathematical methods used in engineering sciences. In 

methods based on matrix analysis special inverse matrix 

, properties of matrices are used in linear algebra 

problems. For the first time, the structure of matrix 

converters was presented by gyagy and pully  under the 

purely theoretical concept with the motivation of 

optimizing the fundamental performance of cyclo-

converters, in order to obtain output voltage with 

unlimited frequency and direct conversion using 

controllable two-way switches. 

     Considering the essential role of matrix inversion in 

problems related to electrical energy systems, in this 

article, a new method for the invariability of individual 

block matrices, using the n−strongly Drazin inverse 

definition, has been investigated and studied. 

Let 𝒜 be a Banach algebra with an identity. We 

first recall the definitions of some generalized 

inverses. As is well known, in 1958, Drazin [7]  

defined, an element 𝑎 ∈ 𝒜 has Drazin inverse if 

there is the element 𝑥 ∈ 𝒜 which satisfies 

𝑥 ∈ 𝐶𝑜𝑚𝑚(𝑎), 𝑥𝑎𝑥 = 𝑥, 𝑎 − 𝑎2𝑥 ∈ 𝒩(𝒜). 

Here 𝒩(𝒜) is the set of all nilpotent elements in 

𝒜. The element  𝑏 above is uniqe if it exists and is 

denoted by 𝑎𝑑 and called the Drazin inverse of 𝑎. 

The Drazin inverse has many applications in singular 

differential equations and singular difference 

equations [1, 2], Markov chains [10, 11] and 

iterative methods [6]. Recently, several subclasses 

of the Drazin inverse have been studied. In 2017, 

Wang [14] gave the notion of the strongly Drazin 

inverse in a ring. An element 𝑎 ∈ 𝒜 has strongly 

Drazin inverse if there is a uniqe common solution 

to the equations  

𝑥 ∈ 𝐶𝑜𝑚𝑚(𝑎), 𝑥𝑎𝑥 = 𝑥, 𝑎 − 𝑎𝑥 ∈ 𝒩(𝒜) 

and we denoted by 𝑎𝑠𝑑 . We know that in a Banach 

algebra 𝒜, 𝑎 ∈ 𝒜𝑠𝐷 if and only if it is the sum of an 

idempotent and a nilpotent that commute, if and 

only if 𝑎 − 𝑎2 ∈ 𝒩(𝒜) [4, Theorem 2-1]. Here, 𝑞 ∈

𝒜 is an idempotent if 𝑞2 = 𝑞. In same year, Chen 
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and Sheibani [5] definded, the Hirano inverse of 

𝑎 ∈ 𝒜 is the uniqe element  𝑎 ∈ 𝒜 satisfying 

𝑥 ∈ 𝐶𝑜𝑚𝑚(𝑎), 𝑥𝑎𝑥 = 𝑥, 𝑎2 − 𝑎𝑥 ∈ 𝒩(𝒜) 

and we denoted by 𝑎ℎ . They characterized the 

Hirano inverse by tripotents. Here, 𝑞 ∈ 𝒜 is a 

tripotent if 𝑞3 = 𝑞. Also, they showed that, 𝑎 ∈ 𝒜𝐻 

if and only if 𝑎 − 𝑎3 ∈ 𝒜 [5, Theorem 3-1], if and 

only if it is the sum of a tripotenet and a nilpotent 

that commute [3, Theorem 2-8]. 

In 2019, Mosic [13]  gave the notion of the 

n−strongly Drazin inverse (or ns−Drazin inverse), 

which is a new class of Drazin inverse and the 

ns−Drazin inverse 𝑎 ∈ 𝒜 is the uniqe element  𝑥 ∈

𝒜 if such element exists, and if it satisfies 

𝑥 ∈ 𝐶𝑜𝑚𝑚(𝑎), 𝑥𝑎𝑥 = 𝑥,  𝑎𝑛 − 𝑎𝑥 ∈ 𝒩(𝒜) 

for some 𝑛 ∈ ℕ and we denoted by 𝑎𝑛𝑠𝑑. In [16], 

Zou and Mosic et al. investigate the structure of a 

ring in which every element satisfies the condition 

𝑎 − 𝑎𝑛+1 ∈ 𝒜 is nilpotent for a fixed 𝑛. We 

observed these inverses form a subclass of Drazin 

inverses which is related to periodic elements in a 

Banach algebra  𝒜. We denote the set of all 

ns−Drazin invertible elements in 𝒜 by 𝒜𝑛𝑠𝐷. 

    We present some ns−Drazin inverses for a         

2 × 2 operator matrix 𝑀 under a number of 

different conditions, which generalize [16, Theorem 

5-11]. If 𝑎 ∈ 𝒜 has ns−Drazin inverse 𝑎𝑛𝑠𝑑. The 

element 𝑎𝜋 = 1 − 𝑎𝑎𝑛𝑠𝑑 is called the spectral 

idempotent of 𝑎. In this Section, we consider the 

ns−Drazin inverse of a  2 × 2 operator matrix 𝑀 

under the perturbations on spectral idempotents. 

These also extends [8, Theorem 4-1] to wider cases. 

 

1- Additive results 

In this section we are concern on additive 

property of the n− strongly Drazin inverse of the 

sum in a Banach algebra 𝒜. We introduce two 

known Lemmas which are related to the nilpotency.  

 

Lemma 1-1. [17] Let 𝑎, 𝑏 ∈ 𝒜 with 𝑎𝑏 = 𝑏𝑎.  

(1) If 𝑎 ∈ 𝒩(𝒜) or 𝑏 ∈ 𝒩(𝒜), then 

𝑎𝑏 ∈ 𝒩(𝒜). 

       (2) If 𝑎, 𝑏 ∈ 𝒩(𝒜), then 𝑎 + 𝑏 ∈ 𝒩(𝒜). 

 

Lemma 2-1. [17] Let 𝑎, 𝑏 ∈ 𝒜 be such that 𝑎𝑏 = 0. 

Then 

𝑎, 𝑏 ∈ 𝒩(𝒜) ⇔ 𝑎 +  𝑏 ∈ 𝒩(𝒜). 

 

Proposition 3-1. [17] Every ns−Drazin invertible 

element in a Banach algebra is Drazin invertible 

element.  

 

Theorem 4-1. [17] Let  𝑛 ∈ ℕ. Then 𝑎 ∈ 𝒜𝑛𝑠𝐷  if 

and only if  𝑎 − 𝑎𝑛+1 ∈ 𝒩(𝒜). 

Theorem 5-1  [17] Let 𝑎, 𝑏, 𝑐 ∈ 𝒜. If  𝑎𝑏𝑎 = 𝑎𝑐𝑎, 

then 𝑎𝑐 has ns−Drazin inverse if and only if 𝑏𝑎 has 

ns−Drazin inverse. 

 

Corollary 6-1. Let 𝑎, 𝑏 ∈ 𝒜. If 𝑎𝑏 has ns−Drazin 

inverse, then so has 𝑏𝑎. 

 

Corollary 7-1. [17] Let 𝑎 ∈ 𝒜 and 𝑚 ∈ ℕ. Then                 

𝑎 ∈ 𝒜𝑛𝑠𝐷  if and only if  𝑎𝑚 ∈ 𝒜𝑛𝑠𝐷. 

 

Lemma 8-1. [17] Let 𝑎, 𝑏 ∈ 𝒜 and 𝑎𝑏 = 0. Then   

𝑎, 𝑏 ∈ 𝒜𝑛𝑠𝐷 ⇔ 𝑎 +  𝑏 ∈ 𝒜𝑛𝑠𝐷. 

 

Theorem 9-1. Let 𝑎, 𝑏 ∈ 𝒜𝑛𝑠𝐷. If 𝑎3𝑏 = 0, 𝑏𝑎2𝑏 =

0, 𝑎𝑏𝑎𝑏 = 0 and 𝑏2𝑎𝑏 = 0, then 𝑎 +  𝑏 ∈ 𝒜𝑛𝑠𝐷. 

 

Proof. Let 

𝑀

= [𝑎𝑏2 + 𝑎2𝑏 + 𝑏𝑎𝑏 + 𝑏3 𝑎2 + 𝑎𝑏 + 𝑏𝑎 + 𝑏2

𝑎𝑏3 + 𝑎2𝑏2 𝑎3+𝑎𝑏2 + 𝑎2𝑏 + 𝑎𝑏𝑎
] 

 

= 𝐹 + 𝐺 

Where 

𝐹 = [𝑏3 𝑎2 + 𝑎𝑏 + 𝑏𝑎 + 𝑏2

0 𝑎3 ] 

and 

𝐺 = [𝑎𝑏2 + 𝑎2𝑏 + 𝑏𝑎𝑏 0
𝑎𝑏3 + 𝑎2𝑏2 𝑎𝑏2 + 𝑎2𝑏 + 𝑎𝑏𝑎

] 

 

Obviously, we have 𝐹𝐺 = 0 and 𝐺2 = 0. Further, 

we see that 

𝐹 = [𝑏3 𝑎2 + 𝑎𝑏 + 𝑏𝑎 + 𝑏2

0 𝑎3 ] 

 

= [0 𝑎2 + 𝑏𝑎
0 𝑎3 ] + [𝑏3 𝑏2 + 𝑎𝑏

0 0
] = 𝐾 + 𝐿       
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It is easy to verify that 

 

𝐾 = [0 𝑎2 + 𝑏𝑎
0 𝑎3 ] = [

𝑎 + 𝑏
𝑎2 ] [0 𝑎] . 

Since 

[0 𝑎] [
𝑎 + 𝑏

𝑎2 ] = 𝑎3 ∈ 𝒜𝑛𝑠𝐷 

by Corollary 6-1, we have 𝐾 has ns−Drazin inverse. 

Similarly, 𝐿 has ns−Drazin inverse. Obviously,      

𝐾𝐿 = 0. In light of Lemma 2-1, 𝐹 has ns−Drazin 

inverse and so 𝑀 is ns−Drazin invertible. Also we 

compute that 

𝑀 = ([ 
1
𝑎

 ] [𝑏 1])
3

 . 

By using Corollary 6-1, 

[𝑏 1] [ 
1
𝑎

 ] 

has ns−Drazin inverse, which implies that a+b has 

ns−Drazin inverse, as required. 

 

Corollary 10-1. [17] Let 𝑎 +  𝑏 ∈ 𝒜𝑛𝑠𝐷. If 𝑎2𝑏 = 0 

and  𝑏𝑎𝑏 = 0, then 𝑎 +  𝑏 ∈ 𝒜𝑛𝑠𝐷. 

 

Proof. This is immediate by Theorem 2-9.                

 

 

We are now ready to prove: 

 

Theorem 11-1. Let 𝑎, 𝑏 ∈ 𝒜𝑛𝑠𝐷. If 𝑎2𝑏 = 0, 

𝑏𝑎𝑏2 = 0 and (𝑎𝑏)2 = 0, then 𝑎 +  𝑏 ∈ 𝒜𝑛𝑠𝐷. 

 

Proof. Let 𝑝 = 𝑎2 + 𝑎𝑏 and 𝑞 = 𝑏2 + 𝑏𝑎. Since 

(𝑎𝑏)2 = 0 and we have 𝑎𝑏 − (𝑎𝑏)2 ∈ 𝒜 is 

nilpotent. Hence, by using Theorem 4-1, we see 

that 𝑎𝑏 ∈ 𝒜𝑛𝑠𝐷. By using Corollary 6-1, 𝑏𝑎 ∈

𝒜𝑛𝑠𝐷. In view of Corollary 7-1, 𝑎2, 𝑏2 ∈ 𝒜𝑛𝑠𝐷. 

Since 𝑎2(𝑎𝑏) = 0, it follows by Lemma 8-1, that 

𝑝 ∈ 𝒜𝑛𝑠𝐷. As (𝑏𝑎)𝑏2 = 0, we see that 𝑞 ∈ 𝒜𝑛𝑠𝐷. 

Clearly,  

𝑝2𝑞 = (𝑎2 + 𝑎𝑏)(𝑎𝑏3 + 𝑎𝑏2𝑎) = 0 ,  

𝑞𝑝𝑞 = (𝑏2 + 𝑏𝑎)(𝑎𝑏3 + 𝑎𝑏2𝑎) = 0 . 

According to Corollary 9-1, 

(𝑎 + 𝑏)2 = 𝑝 + 𝑞 ∈ 𝒜𝑛𝑠𝐷. 

Therefore 𝑎 + 𝑏 ∈ 𝐴𝑛𝑠𝐷, by Corollary 10-1.             

 

 

2- Operator Matrices 

     To illustrate the preceding results, we are 

concerned with the ns−Drazin inverse for an 

operator matrix. Throughout this section, the 

operator matrix 

𝑀 = [
𝐴 𝐵
𝐶 𝐷

] 

where 𝐴 ∈ 𝐿(𝑋)𝑛𝑠𝐷, 𝐵 ∈ 𝐿(𝑋, 𝑌), 𝐶 ∈ 𝐿(𝑌, 𝑋) and 

𝐷 ∈ 𝐿(𝑌)𝑛𝑠𝐷. Using different splitting approach 

and Theorem 11-1, we will obtain various 

conditions for the ns−Drazin inverse of 𝑀.  

 

Lemma 1-2. Let 𝐴 ∈ 𝐿(𝑋)𝑛𝑠𝐷and 𝐷 ∈ 𝐿(𝑌)𝑛𝑠𝐷. 

Then 

𝐾 = [
𝐴 0
0 0

] ,  𝐿 = [
0 0
0 𝐷

]  and 𝐻 = [
𝐴 0
0 𝐷

] 

 have ns−Drazin inverse. 

 

 Proof. Consider the splitting of, 

𝐿 = [
0 0
0 𝐷

] = [
0

 1 
] [0 𝐷] = 𝑃𝑄. 

Since 𝑄𝑃 = 𝐷 has ns−Drazin inverse, by using 

Corollary 6-1, 𝐿 = 𝑃𝑄 has ns−Drazin inverse. 

Simillary, 𝐾 has ns−Drazin inverse. 

For H, write 

𝐻 = [
𝐴 0
0 0

] + [
0 0
0 𝐷

] = 𝑝 + 𝑞. 

Since  𝑝𝑞 = 0, by Lemma 8-1, 𝐻 = 𝑝 + 𝑞 has 

ns−Drazin inverse.                                                                         

 

 

Lemma 2-2. [4] Let 𝐵 ∈ 𝐿(𝑋, 𝑌) and  𝐶 ∈ 𝐿(𝑌, 𝑋). If  

𝐶𝐵 ∈ 𝐿(𝑌)𝑛𝑠𝐷, then 

𝐾 = [
0 𝐵
𝐶 0

] 

has ns−Drazin inverse.  

 

Lemma 3-2. Let 𝐷, 𝐶𝐵 ∈ 𝐿(𝑌)𝑛𝑠𝐷. If 𝐶𝐵𝐷 = 0, then 

𝑁 = [
0 𝐵
𝐶 𝐷

] 

has ns−Drazin inverse.  

 

Proof. Consider the splitting of, 

𝑁 = [
0 𝐵
𝐶 𝐷

] = [
0 𝐵
𝐶 0

] + [
0 0
0 𝐷

] = 𝑃 + 𝑄 

By Lemmas 1-2 and 2-2, 𝑃 and 𝑄 have ns−Drazin 

inverse. According to the assumptions, we have, 
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𝑃2𝑄 = [
0 0
0 𝐶𝐵𝐷

] , 𝑄𝑃𝑄2 = 𝑂 

and  

(𝑃𝑄)2 = [
0 𝐵𝐷
0 0

]
2

  

Therefore 𝑃2𝑄 = 0, 𝑄𝑃𝑄2 = 0 and (𝑃𝑄)2 = 0. 

Applying Theorem 11-1, 𝑀 = 𝑃 + 𝑄 ∈ 𝐿(𝑋⨁𝑌)𝑛𝑠𝐷, 

as asserted.                                                                     

 

Theorem 4-2.Let 𝐴 ∈ 𝐿(𝑋)𝑛𝑠𝐷and 𝐷, 𝐶𝐵 ∈

𝐿(𝑌)𝑛𝑠𝐷. 

If 𝐶𝐵𝐷 = 0, 𝐴2𝐵 = 0 and 𝐶𝐴𝐵 = 0, then 

𝑀 = [
𝐴 𝐵
𝐶 𝐷

] 

has ns−Drazin inverse. 

 

Proof. Write 

𝑀 = [
𝐴 𝐵
𝐶 𝐷

] = [
𝐴 0
0 0

] + [
0 𝐵
𝐶 𝐷

] = 𝑃 + 𝑄 

 

By Lemmas 1-2 and 3-2, 𝑃 and 𝑄 have ns−Drazin 

inverse. We check that 

𝑃2𝑄 = [0 𝐴2𝐵
0 0

] , 𝑄𝑃𝑄2 = [
0 0

𝐶𝐴𝐵𝐶 𝐶𝐴𝐵𝐷
] 

And 

(𝑃𝑄)2 = [
0 𝐴𝐵
0 0

]
2

. 

Hence, we have 

𝑃2𝑄 = 0 , 𝑄𝑃𝑄2 = 0 and (𝑃𝑄)2 = 0. 

Then by Theorem 11-1, we complete the proof and 

𝑀 = 𝑃 + 𝑄 ∈ 𝐿(𝑋⨁𝑌)𝑛𝑠𝐷.                                         

 

 

Corollary 5-2. Let 𝐴 ∈ 𝐿(𝑋)𝑛𝑠𝐷 and , 𝐶𝐵 ∈ 𝐿(𝑌)𝑛𝑠𝐷 

. If 𝐶𝐵𝐷 = 0 and 𝐴𝐵 = 0, then 𝑀 ∈ 𝐿(𝑋⨁𝑌)𝑛𝑠𝐷.  

 

Proof. If 𝐴𝐵 = 0 then 𝐴2𝐵 = 0 and 𝐶𝐴𝐵 = 0. So 

we get the result by Theorem 4-2.                                          

 

 

Proposition 6-2. Let 𝐴 ∈ 𝐿(𝑋)𝑛𝑠𝐷and 𝐷, 𝐶𝐵 ∈

𝐿(𝑌)𝑛𝑠𝐷. If 𝐶𝐵𝐷 = 0, 𝐵𝐶𝐴 = 0 and 𝐷𝐶𝐴 = 0, then 

𝑀 ∈ 𝐿(𝑋⨁𝑌)𝑛𝑠𝐷.  

 

Proof. Write 

𝑀 = [
𝐴 𝐵
𝐶 𝐷

] = [
0 𝐵
𝐶 𝐷

] + [
𝐴 0
0 0

] = 𝑃 + 𝑄. 

 

Simillary Theorem 4-2, we have 𝑃2𝑄 = 0, 𝑄𝑃𝑄2 =

0 and (𝑃𝑄)2 = 0. By Theorem 11-1, we complete 

the proof and 𝑀 = 𝑃 + 𝑄 ∈ 𝐿(𝑋⨁𝑌)𝑛𝑠𝐷.               

 

 

Corollary 7-2. Let 𝐴 ∈ 𝐿(𝑋)𝑛𝑠𝐷 and 𝐷, 𝐶𝐵 ∈

𝐿(𝑌)𝑛𝑠𝐷. If 𝐶𝐵𝐷 = 0 and 𝐶𝐴 = 0, then 𝑀 ∈

𝐿(𝑋⨁𝑌)𝑛𝑠𝐷. 

 

Proof. We get the result by Peropsition6-2.             

 

3- Perturbation 

Now let 𝑀 be an operator matrix that 

𝑀 = [
𝐴 𝐵
𝐶 𝐷

]. 

It is of interest to consider the n−strongly Drazin 

inverse of 𝑀 under generalized Schur condition  

𝐷 = 𝐶𝐴𝑛𝑠𝐷𝐵 (see [11, Theorem 2-1]). Let                  

𝑊 = 𝐴𝐴𝑛𝑠𝑑 + 𝐴𝑛𝑠𝑑𝐵𝐶𝐴𝑛𝑠𝑑. We now derive 

 

Theorem 1-3. Let 𝐴 ∈ 𝐿(𝑋)𝑛𝑠𝐷 and 𝐷 ∈ 𝐿(𝑌)𝑛𝑠𝐷. If 

𝐴𝐴𝜋𝐵𝐶 = 0 , 𝐴𝜋𝐵𝐶𝐴𝜋 = 0 , 𝐴𝐵𝐶𝐴𝜋 = 0 , 𝐷 =

𝐶𝐴𝑛𝑠𝑑𝐵 and 𝐴𝑊 has ns−Drazin inverse, then 𝑀 ∈

𝐿(𝑋⨁𝑌)𝑛𝑠𝐷. 

 

Proof. We easily see that 

𝑀 = [
𝐴 𝐵
𝐶 𝐶𝐴𝑛𝑠𝑑𝐵

] = 𝑃 + 𝑄 

Where 

𝑃 = [
0 𝐴𝜋𝐵
0 0

] and  𝑄 = [𝐴 𝐴𝐴𝑛𝑠𝑑𝐵
𝐶 𝐶𝐴𝑛𝑠𝑑𝐵

] . 

It is not hard to see that 

𝑃3𝑄 = 0 , 𝑄𝑃2𝑄 = 0, 𝑃𝑄𝑃𝑄 = 0 and 𝑄2𝑃𝑄 = 0.  

In view of Theorem 2-9, 𝑃 is nilpotent and it has 

ns−Drazin inverse. Moreover, we have 

𝑄 = 𝑄1 + 𝑄2 

Where 

𝑄1 = [
𝐴𝐴𝜋 0
𝐶𝐴𝜋 0

]  and 𝑄2 = [𝐴2𝐴𝑛𝑠𝑑 𝐴𝐴𝑛𝑠𝑑𝐵
𝐶𝐴𝐴𝑛𝑠𝑑 𝐶𝐴𝑛𝑠𝑑𝐵

] 

 

that 𝑄2𝑄1 = 0 and 𝑄1 is nilpotent. We easily check 

that 

𝑄2 = [𝐴𝐴𝑛𝑠𝑑

𝐶𝐴𝑛𝑠𝑑] [𝐴 𝐴𝐴𝑛𝑠𝑑𝐵]. 

By hypothesis, we see that 

 



Paper Title 

[𝐴 𝐴𝐴𝑛𝑠𝑑𝐵] [𝐴𝐴𝑛𝑠𝑑

𝐶𝐴𝑛𝑠𝑑] 

= 𝐴2𝐴𝑛𝑠𝑑 + 𝐴𝐴𝑛𝑠𝑑𝐵𝐶𝐴𝑛𝑠𝑑 = 𝐴𝑊 

 

has ns−Drazin inverse. Obviously, 𝑄2 has ns−Drazin 

inverse. Therefore 𝑄 has ns−Drazin inverse. 

According to Theorem 9-1, 𝑀 ∈ 𝐿(𝑋⨁𝑌)𝑛𝑠𝐷.          

  

 

Corollary 2-3. Let 𝐴 ∈ 𝐿(𝑋)𝑛𝑠𝐷 and 𝐷 ∈ 𝐿(𝑌)𝑛𝑠𝐷. If 

𝐴𝐵𝐶 = 0, 𝐴𝜋𝐵𝐶 = 0, 𝐷 = 𝐶𝐴𝑛𝑠𝑑𝐵 and 𝐴𝑊 has 

ns−Drazin inverse, then 𝑀 ∈ 𝐿(𝑋⨁𝑌)𝑛𝑠𝐷.  

 

Proof. This is obvious by Theorem 1-3.                     

 

 

Regarding a complex matrix as the operator 

matrix on ℂ × ⋯ × ℂ, we now present a numerical 

example to demonstrate Theorem 1-3. 

 

Example 3-3. Let 

𝐴 = [

1 0     0 0
0 0     0 0
0 0     0 0
0 1     1 0

],  𝐵 = [

1 0
   1 −1
−1 1
1 −1

], 

 

𝐶 = [
1
1

   
1

−1
   

1
−1

  
1
1

] and 𝐷 = [
1 0
1 0

] 

be complex matrices and set 

𝑀 = [
𝐴 𝐵
𝐶 𝐷

] . 

Then 

𝐴𝑛𝑠𝑑 = [

1 0     0 0
0 0     0 0
0 0     0 0
0 0     0 0

] ,  𝐴𝜋 = [

0 0     0 0
0 1     0 0
0 0     1 0
0 0     0 1

]. 

 

We easily check that 

𝐴𝐴𝜋𝐵𝐶 = 0, 𝐴𝜋𝐵𝐶𝐴𝜋 = 0, 

𝐴𝐵𝐶𝐴𝜋 = 0, 𝐷 = 𝐶𝐴𝑛𝑠𝑑𝐵. 

In this case, 𝐴 and 𝐷 have ns−Drazin inverses. 

 

Theorem 4-3. Let 𝐴 ∈ 𝐿(𝑋)𝑛𝑠𝐷, 𝐷 ∈ 𝐿(𝑌)𝑛𝑠𝐷. If 

𝐵𝐶𝐴𝐴𝜋 = 0, 𝐴𝜋𝐵𝐶𝐴 = 0 and 𝐷 = 𝐶𝐴𝑛𝑠𝑑𝐵, then  

𝑀 ∈ 𝐿(𝑋⨁𝑌)𝑛𝑠𝐷. 

 

Proof. Clearly, we have 

𝑀 = [
𝐴 𝐵
𝐶 𝐶𝐴𝑛𝑠𝑑𝐵

] = 𝑃 + 𝑄 

Where 

𝑃 = [𝐴2𝐴𝑛𝑠𝑑 𝐵
𝐶 𝐶𝐴𝑛𝑠𝑑𝐵

] , 𝑄 = [
𝐴𝐴𝜋 0

0 0
]. 

By assumption, we verify that 𝑃2𝑄 = 0,  𝑄𝑃𝑄2 = 0 

and (𝑃𝑄)2 = 0. In view of in Theorem 11-1, 𝑄 is 

nilpotent, and then it has ns−Drazin inverse. 

Moreover, we have 

        𝑃 = 𝑃1 + 𝑃2 

= [
0 𝐴𝜋𝐵

𝐶𝐴𝜋 0
] + [𝐴2𝐴𝑛𝑠𝑑 𝐴𝐴𝑛𝑠𝑑𝐵

𝐶𝐴𝐴𝑛𝑠𝑑 𝐶𝐴𝑛𝑠𝑑𝐵
]   

 

and 𝑃1𝑃2 = 0. Since 𝑃1
3 = 0, therefore 𝑃1 has 

ns−Drazin inverse. Moreover, we have 

𝑃2 = [𝐴𝐴𝑛𝑠𝑑

𝐶𝐴𝑛𝑠𝑑] [𝐴 𝐴𝐴𝑛𝑠𝑑𝐵]. 

By hypothesis, we see that 

[𝐴 𝐴𝐴𝑛𝑠𝑑𝐵] [𝐴𝐴𝑛𝑠𝑑

𝐶𝐴𝑛𝑠𝑑] 

= 𝐴2𝐴𝑛𝑠𝑑 + 𝐴𝐴𝑛𝑠𝑑𝐵𝐶𝐴𝑛𝑠𝑑 = 𝐴𝑊 

is ns−Drazin invertible. Therefore 𝑃2 has ns−Drazin 

inverse. By virtue of Theorem 11-1, 𝑀 ∈

𝐿(𝑋⨁𝑌)𝑛𝑠𝐷, as required.                                             

 

Corollary 5-3. Let  𝐴 ∈ 𝐿(𝑋)𝑛𝑠𝐷, 𝐷 ∈ 𝐿(𝑌)𝑛𝑠𝐷. If  

𝐵𝐶𝐴 = 0 and 𝐷 = 𝐶𝐴𝑛𝑠𝑑𝐵, then 𝑀 ∈ 𝐿(𝑋⨁𝑌)𝑛𝑠𝐷. 

 

Example 6-3. Let 

𝐴 = [

1 0     0 0
0 0     0 0
0 0     1 0
0 1     0 0

],  𝐵 = [

1 1
   1 −1

0 1
0 0

], 

 

𝐶 = [
−1
−1

   
1
1

   
1
1

  
0
0

] and 𝐷 = [
−1 0
−1 0

] 

be complex matrices and set 

𝑀 = [
𝐴 𝐵
𝐶 𝐷

] . 

Then 

𝐴𝑛𝑠𝑑 = [

1 0     0 0
0 0     0 0
0 0     1 0
0 0     0 0

] ,  𝐴𝜋 = [

0 0     0 0
0 1     0 0
0 0     0 0
0 0     0 1

]. 

We easily check that 

𝐵𝐶𝐴𝐴𝜋 = 0,  𝐴𝜋𝐵𝐶𝐴 = 0  and 𝐷 = 𝐶𝐴𝑛𝑠𝑑𝐵. 

In this case, 𝐴 and 𝐷 have ns−Drazin inverses. 
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