
Mathematics Scientific Journal

Vol. 7, No. 2, (2011), 55-66

A method for solving fully fuzzy linear

system

M. Mosleh a, S. Abbasbandy b,∗, M. Otadi a

aDepartment of Mathematics, Islamic Azad University, Firuozkooh Branch,
Firuozkooh, Iran.

bDepartment of Mathematics, Science and Research Branch, Islamic Azad
University, Tehran 14515/775, Iran.

Received 14 September 2010; accepted 25 March 2011

Abstract

In this paper, a numerical method for finding minimal solution of a m×n fully
fuzzy linear system of the form Ãx̃ = b̃ based on pseudo inverse calculation,
is given when the central matrix of coefficients is row full rank or column full
rank, and where Ã is a non-negative fuzzy m× n matrix, the unknown vector
x̃ is a vector consisting of n non-negative fuzzy numbers and the constant b̃ is
a vector consisting of m non-negative fuzzy numbers.
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1 Introduction

The concept of fuzzy numbers and fuzzy arithmetic operations were first
introduced by Zadeh [25], Dubois and Prade [14]. We refer the reader
to [21] for more information on fuzzy numbers and fuzzy arithmetic.
Fuzzy systems are used to study a variety of problems ranging from fuzzy
topological spaces [11] to control chaotic systems [16,20], fuzzy metric
spaces [23], fuzzy differential equations [3], fuzzy linear and nonlinear
systems [1,2,5,9]

One of the major applications of fuzzy number arithmetic is treating
fuzzy linear systems and fully fuzzy linear systems, several problems in
various areas such as economics, engineering and physics boil down to the
solution of a linear system of equations. In many applications, at least
some of the parameters of the system should be represented by fuzzy
rather than crisp numbers. Thus, it is immensely important to develop
numerical procedures that would appropriately treat fuzzy linear systems
and solve them.

Friedman et al. [17] introduced a general model for solving a fuzzy n×n
linear system whose coefficient matrix is crisp and the right-hand side
column is an arbitrary fuzzy number vector. They used the parametric
form of fuzzy numbers and replaced the original fuzzy n×n linear system
by a crisp 2n×2n linear system and studied duality in fuzzy linear systems
Ax̃ = Bx̃ + ỹ where A , B are real n × n matrix, the unknown vector
x̃ is vector consisting of n fuzzy numbers and the constant ỹ is vector
consisting of n fuzzy numbers, in [18]. The n × n fuzzy linear systems
has been studied by many authors [1,2,9,6,7,8] . Also, Wang et al. [24]
presented an iterative algorithm for solving dual linear system of the form
x̃ = Ax̃+ ũ, where A is real n×n matrix, the unknown vector x̃ and the
constant ũ are all vectors consisting of fuzzy numbers and Abbasbandy
et al. [4] investigated the existence of a minimal solution of general dual
fuzzy linear equation system of the form Ax̃+f̃ = Bx̃+c̃, where A, B are
real m×n matrices, the unknown vector x̃ is vector consisting of n fuzzy
numbers and the constant f̃ , c̃ are vectors consisting of m fuzzy numbers.
Recently, Muzziloi et al. [22] considered fully fuzzy linear systems of the
form Ã1x̃+b̃1 = Ã2x̃+b̃2 with Ã1, Ã2 square matrices of fuzzy coefficients
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and b̃1, b̃2 fuzzy number vectors. Dehghan et al. [12,13] considered fully
fuzzy linear systems of the form Ã ⊗ x̃ = b̃ where Ã is a positive fuzzy
n× n matrix, b̃ and x̃ are known and unknown positive fuzzy vectors.

In this paper we intend to solve the fully fuzzy linear system Ã⊗ x̃ = b̃,
where Ã is a nonnegative fuzzy m × n matrix, the unknown vector x̃ is
a vector consisting of n nonnegative fuzzy numbers and the constants b̃
is a vector consisting of m nonnegative fuzzy numbers.

2 Preliminaries

The minimal solution of an arbitrary linear system is formally defined
such that [5]:

1. If the system is consistent and has a unique solution, then this solution
is also the minimal solution.

2. If the system is consistent and has a set solution, then the minimal
solution is a member of this set that has the least Euclidean norm.

3. If the system is inconsistent and has a unique least squares solution,
then this solution is also the minimal solution.

4. If the system is inconsistent and has a least squares set solution, then
the minimal solution is a member of this set that has the least Eu-
clidean norm.

Definition 1. [19] A fuzzy number is a fuzzy set u : R1 −→ I = [0, 1]
such that

i. u(x) is upper semi-continuous.

ii. u(x) = 0 outside some interval [a, d].

iii. There are real numbers b and c, a ≤ b ≤ c ≤ d, for which

1. u(x) is monotonically increasing on [a, b],

2. u(x) is monotonically decreasing on [c, d],
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3. u(x) = 1, b ≤ x ≤ c.

The set of all the fuzzy numbers (as given in definition 1) is denoted by
E1.

A popular fuzzy number is the triangular fuzzy number ũ = (um, ul, ur)
where um denotes the modal value and the real values ul > 0 and ur >
0 represent the left and right fuzziness, respectively. The membership
function of a triangular fuzzy number is defined by:

u(x) =



x−um
ul

+ 1, um − ul ≤ x ≤ um,

um−x
ur

+ 1, um ≤ x ≤ um + ur,

0, otherwise.

Definition 2. (LR fuzzy numbers) A fuzzy number Ã is said to be LR
fuzzy number if

µÃ(x) =


L(a−x

α
), x ≤ a, α > 0,

R(x−a
β

), x ≥ a, β > 0,

where a is the mean value of Ã and α and β are left and right spreads,
respectively; and the function L(.), which is called left shape function,
satisfying:
(1) L(x) = L(−x),
(2) L(0) = 1 and L(1) = 0,
(3) L(x) is nonincreasing on [0,∞).

The definition of a right shape function R(.) is usually similar to that of
L(.).
The mean value, left and right spread, and the shape functions of an LR
fuzzy number Ã are symbolically shown as
Ã = (a, α, β)LR.
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Clearly, Ã = (a, α, β)LR is positive, if and only if, a − α > 0 (since
L(1) = 0).

Definition 3. A matrix Ã = (ãij) is called a fuzzy matrix, if each ele-
ment of Ã is a fuzzy number [15].
Ã will be positive (negative) fuzzy matrix and denoted by Ã � 0 (Ã ≺ 0)
if each element of Ã be positive (negative). Similarly, nonnegative and
non-positive fuzzy matrices may be defined.

Let each element of Ã be a LR fuzzy number. We may represent Ã = ˜(aij)
that ãij = (aij,mij, nij)LR ,with new notation Ã = (A,M,N), where
A, M and N are three crisp matrices, with the same size of Ã, such
thatA = (aij), M = (mij), and N = (nij) are called the center matrix
and the left and right spread matrices, respectively.

Definition 4. [15] Let ũ, ṽ be two fuzzy numbers of LR type:

ũ = (u, θ, λ)LR, ṽ = (v, φ, η)LR

then

1. (u, θ, λ)LR ⊕ (v, φ, η)LR = (u+ v, θ + φ, λ+ η)LR,

2. (u, θ, λ)LR ⊗ (v, φ, η)LR ≈ (uv, uφ+ vθ, uη + vλ)LR for positive ũ, ṽ.
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3 Fully fuzzy linear system

Consider the m× n linear system of equations:

(ã11 ⊗ x̃1)⊕ (ã12 ⊗ x̃2)⊕ ...⊕ (ã1n ⊗ x̃n) = b̃1,

(ã21 ⊗ x̃1)⊕ (ã22 ⊗ x̃2)⊕ ...⊕ (ã2n ⊗ x̃n) = b̃2,

...

(ãm1 ⊗ x̃1)⊕ (ãm2 ⊗ x̃2)⊕ ...⊕ (ãmn ⊗ x̃n) = b̃m.

Using matrix notation we get

Ã⊗ x̃ = b̃, (3.1)

or simply Ãx̃ = b̃ where the coefficient matrix Ã = (ãij), 1 ≤ i ≤ m 1 ≤
j ≤ n is a m × n fuzzy matrix and x̃j = (xj, yj, zj), b̃i = (bi, gi, hi)
are nonnegative fuzzy numbers. This system is called a nonnegative fully
fuzzy linear system (FFLS). In these cases with fixed y and z as the left
and right spreads.

Consider the FFLS (3.1) where Ã is nonnegative fuzzy matrix, x̃ is un-
known nonnegative fuzzy vector and b̃ is known arbitrary fuzzy vector.

For calculate Ã⊗ x̃, we use definition 3, therefore

Ax = b, (3.2)

Ay +Mx = g, (3.3)

Az +Nx = h. (3.4)

Corollary 1. Let T be p×q real column full rank or row full rank. There
exists a p× p orthogonal matrix U , a q × q orthogonal matrix V , and a
p× q diagonal matrix Σ with 〈Σ〉ij = 0 for i 6= j and 〈Σ〉ii = σi > 0 with
σ1 ≥ σ2 ≥ · · · ≥ σs > 0, where s = min{p, q}, such that the singular
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value decomposition
T = UΣV t,

is valid. And if Σ+ is that q × p matrix whose only nonzero entries are
〈Σ+〉ii = 1/σi for 1 ≤ i ≤ s, then T+ = V Σ+U t is the unique pseudo-
inverse of T .

We refer the reader to [10] for more information on finding pseudo-inverse
of an arbitrary matrix, and when we work with full rank matrices, there
are not any problem and all calculations are stable and well-posed.
Thus we easily have

x = A+b, (3.5)

and then by equation (3.3) and (3.5), we have

y = A+(g −MA+b), (3.6)

by equations (3.4) and (3.5),

z = A+(h−NA+b). (3.7)

Remark 1. Consider the FFLS (3.1) where Ã is a nonnegative fuzzy
matrix, x̃ is a solution, if and only if

Ax = b,

Ay +Mx = g,

Az +Nx = h.

In addition, if y ≥ 0, z ≥ 0 and x − y ≥ 0 we say x̃ = (x, y, z) is a
nonnegative fuzzy solution of nonnegative FFLS.
Remark 2. Consider the FFLS (3.1) where Ã is a nonnegative fuzzy
matrix with nonnegative pseudo inverse, x̃ is a minimal solution, if satisfy
in (3.5)-(3.7). In addition, if y ≥ 0, z ≥ 0 and x−y ≥ 0 we say x̃ = (x, y, z)
is a nonnegative fuzzy minimal solution of nonnegative FFLS.
Theorem 1. Let Ã � 0, b̃ is an arbitrary nonnegative fuzzy vector a
the pseudo inverse of A is a nonnegative matrix. Also let h ≥ NA+b,
g ≥ MA+b and (I + MA+)b ≥ g. Then the system Ã ⊗ x̃ = b has a
nonnegative minimal fuzzy solution.
Proof. By hypotheses x = A+b ≥ 0. On the other hand, h ≥ NA+b and
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g ≥ MA+b. Thus, with y = A+g − A+Mx, z = A+h − A+Nx; we have
y ≥ 0 and z ≥ 0.
So, x̃ = (x, y, z) is a fuzzy minimal solution. Since x−y = A+[b+MA+b−
g], the positivity property of x̃ can be obtained from (I +MA+)b ≥ g. 2

4 Comparison with other methods

This study would not be completed without comparing it with other
existing methods. Some comparisons are as follows:

• Abbasbandy et al. [4] investigated the existence of a minimal solution
of general dual fuzzy linear systems of the form Ax̃ + f̃ = Bx̃ + c̃,
where A and B are real m × n matrices. In this paper we intend to
solve the fully fuzzy linear system of the form Ãx̃ = b̃ where Ã is a
nonnegative fuzzy matrix.
• Dehghan et al. [12,13] considered fully fuzzy linear systems of the form
Ãx̃ = b̃ where Ã is a positive fuzzy n × n matrix, but in this paper
we intend to solve the fully fuzzy linear system Ãx̃ = b̃ where Ã is a
nonnegative fuzzy m× n matrix.

5 Numerical examples

To illustrate the technique proposed in this paper, consider the following
examples.
Example 1. Consider the 2× 3 fully fuzzy linear system (0.3, 0.1, 0.2)⊗ x̃1 ⊕ (0.2, 0.1, 0.3)⊗ x̃2 ⊕ (0.1, 0.05, 0.2)⊗ x̃3 = (2, 1, 3),

(0.3, 0.2, 0.1)⊗ x̃1 ⊕ (0.2, 0.1, 0.1)⊗ x̃2 ⊕ (0.1, 0.03, 0.3)⊗ x̃3 = (3, 2, 1.5),

where

A =

 0.3 0.2 0.1

0.3 0.2 0.1

 ,
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M =

 0.1 0.1 0.05

0.2 0.1 0.03


and

N =

 0.2 0.3 0.2

0.1 0.1 0.3

 ,

b =

 2

3

 , g =

 1

2

 , h =

 3

1.5

 .
By corollary 1 we have:

A+ =


1.0714 1.0714

0.7143 0.7143

0.3571 0.3571

 .

Therefore, by Eq.(3.5)-(3.7), the minimal solution of fully fuzzy linear
system is

x̃ =


x̃1

x̃2

x̃3

 =


(5.3571, 0.5740, 0.6122)

(3.5714, 0.3827, 0.4082)

(1.7857, 0.1913, 0.2041)

 .

Example 2. Consider the 3× 1 fully fuzzy linear system
(1, 0.1, 0.5)⊗ x̃1 = (4, 0.2, 1),

(2, 0.6, 0.3)⊗ x̃1 = (3, 1.3, 0.6),

(3, 0.5, 2)⊗ x̃1 = (5, 1, 4),

where

A =


1

2

3

 ,M =


0.1

0.6

0.5

 , N =


0.5

0.3

2
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and

b =


4

3

5

 , g =


0.2

1.3

1

 , h =


1

0.6

4

 .
By corollary 1 we have:

A+ =
(

0.0714 0.1429 0.2143

)
.

Therefore, by Eq.(3.5)-(3.7), the minimal solution of fully fuzzy linear
system is

x̃ =
(
x̃1

)
=
(

(1.7857, 0.0571, 0.1087)

)
.

6 Summary and conclusions

In this paper, we proposed a model for solving a system of m fuzzy
linear equations with n fuzzy variables. The original system with matrices
coefficient Ã is replaced by three m×n crisp matrices A,M and N . This
paper mainly to discuss a decomposition of a singular or nonsingular
matrix. By this decomposition, every singular or nonsingular matrix can
be represented as a product of a three matrices V,Σ and U . Also, a
condition for the existence of a nonnegative minimal fuzzy solution to
the fully fuzzy linear system, is presented.
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