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ABSTRACT

In this paper an efficient Algorithm based on Zadeh’s extension principle has been investi-

gated to approximate fuzzy solution of two-point fuzzy boundary value problems, with fuzzy

boundary values. We use finite difference method in term of the upper bound and lower

bound of r- level of fuzzy boundary values. The proposed approach gives a linear system with

crisp tridiagonal coefficients matrix. This linear system determines r-level of fuzzy solution

at mesh points. By combining of this solutions, we obtain fuzzy solution of main problem at

mesh points, approximately. Its applicability is illustrated by some examples.

1 Introduction
Fuzzy two-point boundary value problems are used to study a variety of problems such as electrostatic, torsion
problems,etc. Knowledge about differential equation is often incomplete or vague. For example, parameter values
functional relationships, or initial conditions, may not be known precisely. Hence fuzzy differential equation(FDE)
was formulated by kaleva [23] and seikkala [36]. Hukuhara derivative of a set valued mapping was first introduced
by Hukuhara [23] and it has studied in several works [1, 11, 23]. Kaleva has formulated fuzzy differential
equation(FDE), in term of Hukuhara derivative[23]. Hullermeier,1997, suggested a different formulation of the
FIVP based on a family of differential inclusions. Abbasbandy et al[2] represent an easy algorithm for solving one
demential FDIs. Numerical methods for FDE are considered in [6, 22, 29]. Lakshmikantham et al[27] investigated
the solution of two point boundary value problems associated with non linear fuzzy differential equations by
using the extension principle. The generalized differentiability was introduced by B. Bede and S.G. Gal [7] and
modified in [8, 9, 26, 33, 5] Allahviranloo et al disused existence and uniqueness of solution to fuzzy deferential
equation[3]. In the last few years several published results are proposed to investigate the solution of two-point
fuzzy boundary value problems. O’Regan et al. [34] showed that a two-point fuzzy boundary value problems
is equivalent to a fuzzy integral equation. Bede [9] show that this statement dos not hold and FBVPs may not
have a solution. Chen et al. [13] provided a proof of this statement under certain conditions. Minghao Chen et
al.[12] state the existence of solutions to the two-point boundary value problem. Hsuan-Ku Liu [28] investigate
the solutions of two-point(FBVPs) as the form x′′(t) = p(t)x′(t) + q(t)x(t) + f(t), x(0) = A and x(l) = B where
A and B are fuzzy numbers as parametric form, the solution is made by using the lateral type of H-derivative.
Nizami et al[32] investigated differential equation with fuzzy boundary value. They have interpreted the two
point boundary value problem as a set of crisp problems and have shown that if the solution of the corresponding
crisp problem exist and unique solution, then the fuzzy problem has unique solution.
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Daniel Sánchez Ibánez et al[35] use the concept of interactivity between fuzzy numbers for the solution to a
linear fuzzy boundary value problem (FBVP). They show that a solution of a FBVP, with non-interactive fuzzy
numbers as boundary values, can be obtained by the Zadeh’s Extension Principle. N.A.Gasilov et al[20] present a
new approach to a non-homogeneous fuzzy boundary value problem. They consider a linear differential equation
with real coefficients but with a fuzzy forcing function and fuzzy boundary values. This paper represent two easy
Algorithm for finding fuzzy solution of FBVP by finite difference method. This paper is organized as follows. In
section 2 the basic results of the fuzzy numbers and fuzzy calculus are discussed. in section 3 an algorithm is
proposed for represent zadeh’s Extension principle based on parametric form of fuzzy numbers. In section 4 we
study interpretation of two-point crisp boundary value problems. The main methodology is discussed in section
5. In section 6 we apply some easy numerical algorithms for approximate fuzzy solution based on the main
methodology that expressed in section 5. In Section 7 some examples are illustrated taht compare exact and
approximate solution at some variables.

2 Notation and basic definitions
Definition 2.1 A fuzzy number is a fuzzy set u : R→ I = [0, 1] which satisfies
(i) u is upper semicontinuous.
(ii) u(x) = 0 in out side some interval [c, d].
iii) There are real numbers a, b : c ≤ a ≤ b ≤ d for which
1.u(x) is monotonic increasing on [c, a].
2.u(x) is monotonic decreasing on [b, d].
3.u(x) = 1, a ≤ x ≤ b

The set of all such fuzzy numbers is represented by E1. Fuzzy number with linear sides and the membership
function having the following form

u(x) =


0 if x < α1,
x−α1
α2−α1

if α1 ≤ x < α2,

1 if α2 ≤ x ≤ α3,
α4−x
α4−α3

if α3 ≤ x < α4,

0 if α4 < x.

(2.1)

is called trapezoidal fuzzy number.
Since the trapezoidal fuzzy number is completely characterized by four real number α1 ≤ α2 ≤ α3 ≤ α4 it is often
denoted in brief as u(α1, α2, α3, α4). A family of all trapezoidal fuzzy number will be denoted by FT . If α2 = α3,
we obtain Triangular fuzzy number

Definition 2.2 Following [15], we represent arbitrary fuzzy number by an ordered pair of functions (u(r), u(r));
0 ≤ r ≤ 1 which satisfy the following requirements,

1) u(r) is a bounded left continuous non decreasing over [0, 1]

2) u(r) is a bounded left continuous non increasing over [0, 1]

3) u(r) ≤ u(r), 0 ≤ r ≤ 1.

Definition 2.3 The Housdorff distance between two arbitrary fuzzy numbers u = (u, u) and v = (v, v) is given as

d̃H(u, v) = sup
0≤r≤1

max{|u(r)− v(r)|, |u(r)− v(r)|}. (2.2)
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3 Extension Principle
The extension principle play a fundamental role in enabling us to extend any point operation to operations involv-
ing fuzzy sets. Here for simplicity we focus to 2-place function.

Definition 3.1 :Let X1, X2 and Y are family of sets. Assume f is a mapping from the cartesian product X1 ×X2 in
to Y , that is, for each 2-tuple (t1, t2) such that ti ∈ Xi we have f(t1, t2) = y ∈ Y .
LetA1, A2 are fuzzy sets onX1, X2 respectively, then the extension principle allows for the evaluation of f(A1, A2) = B,
where B is a fuzzy subset of Y such that

B(y) = sup{A1(t1)
∧
A2(t2)|f(t1, t2) = y}.

Theorem 3.1 [31] Let f : X ×X → X be as continuous function and let A1 and A2 be fuzzy numbers. Then

[f(A1, A2)]r = f([A1]r, [A2]r),

where
f([A1]r, [A2]r) = {f(t1, t2)|t1 ∈ [A1]r, t2 ∈ [A2]r}.

If f(x, y) is monotonic increasing withe respect to x and monotonic decreasing with respect to y then

[f(A,B)]r = [f(A,B), f(A,B)].

Other cases when f is monotonic is similar.

Corollary 3.1 Let f(x, y) be linearly with respect to its variables then

[f(A1, A2)]r = [min{f(A,B), f(A,B), f(A,B), f(A,B)},max{f(A,B), f(A,B), f(A,B), f(A,B)}]. (3.1)

4 Two boundary value problems
Consider two-point crisp boundary values problem

x′′(t) = f(t, x(t), x′(t)),
x(0) = a,
x(l) = b.

(4.1)

where t ∈ [0, l] and a, b are real numbers. The following theorem gives general conditions that the solution to a
second order boundary value problem exists and is unique.

Theorem 4.1 [24] Suppose the function f in the (4.1) is continuous on the set

Df = {(t, x, x′)|a ≤ t ≤ b,−∞ ≤ x ≤ ∞,−∞ ≤ x′ ≤ ∞},

and that the partial derivative fx and fx′ are also continuous on Df . If

i) fx(t, x, x
′) ≥ 0, for all (t, x, x′) ∈ Df , and

ii) a constant M exist, with |fx′(t, x, x′)| ≤M , for all (t, x, x′) ∈ Df ,
then (4.1) has a unique solution.
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Corollary 4.1 If the linear boundary value problem
x′′(t) = p(t)x′(t) + q(t)x(t) +R(t),
x(0) = a,
x(l) = b.

(4.2)

satisfies

1. p(t), q(t) and g(t) are continuous on[0, l],

2. q(t) > 0 on [0, l],
then the problem has a unique solution

Remark 4.1 Due to classical text and under hypotheses in Corollary (4.1), let x1(t) denote the solution to initial value
problem

x′′(t) = p(t)x′(t) + q(t)x(t) +R(t), 0 ≤ t ≤ l, x(0) = a, x′(0) = 0,

and x2(t) denote the solution to initial value problem

x′′(t) = p(t)x′(t) + q(t)x(t), 0 ≤ t ≤ l, x(0) = 0, x′(0) = 1,

then is the unique solution to the linear boundary problem(4.2), provided that, x2(l) 6= 0.

Corollary 4.2 It is obviously that x1(t) is a linear function of initial value x(0) = a and x2(t) is independent of
boundary values a, b. Therefore from (??), x(t) is a linear function with respect to boundary values a, b and denoted
by x(t) = x(t, a, b) such that for a fixed t, x(t, a, b) is linearly withe respect to a, b.

5 Fuzzy linear two-point boundary value problems
Here we consider a linear differential equation with fuzzy boundary values as follow:

x′′(t) = p(t)x′(t) + q(t)x(t) +R(t),
x(0) = A,
x(l) = B.

(5.1)

Where p(t),q(t) and R(t) are continuous functions and A, B are fuzzy numbers. Furthermore x′(t) and x′′(t) are
the usual crisp derivatives of the (crisp) differentiable function x(t) with respect to t.
Let x : [0, l] → R is a unique solution to (4.2). According to previous corollary, x(t) can be denoted as x(t) =
x(t, a, b). Now we replace a and b by fuzzy numbers [A]r = [A(r), A(r)] and [B]r = [B(r), B(r)] respectively. Based
on extension principe X(t) = X(t, A,B) is fuzzy solution of (5.1) therefore

[X(t)]r = X(t, [A]r, [B]r) = [min{x(t, ar, br) : (ar, br) ∈ [A]r × [B]r},max{x(t, ar, br) : (ar, br) ∈ [A]r × [B]r}],

that is called r-solution of fuzzy boundary value problem (5.1). For an arbitrary ordering pair (ar, br) ∈ [A]r× [B]r
the function xr(t) = x(t, ar, br) is the unique solution of the

x′′r(t) = p(t)x′r(t) + q(t)xr(t) +R(t),
xr(0) = ar,
xr(l) = br.

(5.2)

Due to corollary (3.1) for a fixed t;

X(t, r) = min{xr(t, A,B), xr(t, A,B), xr(t, A,B), xr(t, A,B)}, (5.3)
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X(t, r) = max{xr(t, A,B), xr(t, A,B), xr(t, A,B), xr(t, A,B)}. (5.4)

Due to (5.3) and (5.4), r-solution of X(t), that is the set of possible solution of (5.1) at time t ∈ [0, l], can be
determined by solving following system:

x′′r(t) = p(t)x′r(t) + q(t)xr(t) +R(t),

xr(0) ∈ {A,A},
xr(l) ∈ {B,B}.

(5.5)

6 Approximation of Fuzzy solution
In this section we try to apply finite difference method for linear second order value problems

x′′r(t) = p(t)x′r(t), q(t)xr(t)) +R(t),
xr(0) = αr,
xr(l) = βr.

(6.1)

Where p(t), q(t) and R(t) are continues functions and αr ∈ {A,A} and βr ∈ {B,B}.
First, we select an integer n > 0 and divide the interval [0, l] in to n + 1 equal subintervals whose end point are
the mesh point ti = ih, for i = 0, 1, 2, · · · , n + 1, where h = l

n+1 . The basic question we have to answer in the
numerical computation is the follow: Given a r−cut of fuzzy boundary values A and B what does the set X(ti)
for i = 1, 2, . . . , n look like? Our first approximation step is to characterize upper bound of r−level set X(ti), and
second is to characterize lower bound of it. Refer to classical text the approximation of x′r(ti), x

′′
r(ti) are obtained

as x′′r(ti) '
xr(ti−1)−2xr(ti)+xr(ti+1)

h2
and x′r(ti) '

xr(ti+1)+xr(ti−1)
2h that are called Centered-difference formulas. In

equation (6.1) replace Centered-difference formulas to x′r(ti), x
′′
r(ti) for each i = 1, 2, · · · , n, we have

−(1 + h

2
p(ti))wr,i−1 + (2 + h2q(ti))wr,i − (1− h

2
p(ti))wr,i+1 = −h2R(ti), (6.2)

where wr,0 = αr, wr,n+1 = βr and wr,i = wi(αr, βr) is approximation of xr(ti) = x(ti, αr, βr) , i = 1, 2, · · · , n , .
The coefficient matrix in 

dii = (2 + h2q(ti)) i = 1, 2, . . . , n,

di,i+1 = −1 + h
2p(ti) i = 1, 2, . . . , n− 1,

di,i−1 = −1− h
2p(ti) i = 2, 3, . . . , n.

(6.3)

Also the right hand side vector in 
bi = −h2R(ti) i = 2, 3, . . . n− 1,

b1 = −h2R(t1) + (1 + h
2p(t1))αr,

bn = −h2R(tn) + (1− h
2p(tn))βr.

(6.4)

Now we recall the theorem that gives conditions under which the tridiagonal linear system (6.4) has a unique
solution.

Theorem 6.1 [24] Suppose that p, q and R are continues on [a, b]. If q(t) ≥ 0 on[a, b], then the tridiagonal linear
system (6.2) has a unique solution provided that h ≤ 2

L , where L = maxa≤t≤b |p(t)|.

Assume S = si,j is inverse of coefficient matrix D in (6.2), then we have

wr,i = si,1(−h2R(t1) + (1 +
h

2
p(t1)))αr + si,n(−h2R(tn) + (1− h

2
p(tn)))βr +

n−1∑
j=2

si,j(−h2R(tj)). (6.5)

2022, Volume 14, No.2 5 Theory of Approximation and Applications



Using Finite Difference Method for Solving Linear Two-point Fuzzy Boundary Value Problems Based on Extension Principle S. M. Alavi

It is clear that for each i, wr,i is a linear function of αr, βr and denote by wr,i = wi(αr, βr), therefor due to previous
section the solution of the (??) for all t depends upon the αr βr as follows:

X(ti, r) 'W i,r = min{wi(αr, βr)|αr ∈ {A,A}, βr ∈ {B,B}}, (6.6)

X(ti, r) 'W i,r = max{wi(αr, βr)|αr ∈ {A,A}, βr ∈ {B,B}}. (6.7)

Take ki1 = si,1(−h2R(x1) + (1 + h
2p(x1))) and kin = si,n(−h2R(xn) + (1 + h

2p(xn))) then (6.5) is equivalent to the
following relation.

wr,i = wi(αr, βr) = ki1αr + kinβr +
n−1∑
j=2

si,j(−h2R(xj)). (6.8)

we take ki1 = k+i1 − k
−
i1 where k+i1 = max{ki1, 0} and k−i1 = max{−ki1, 0}. Similarly take kin = k+in − k

−
in then due

to (6.6),(6.7),(6.5) we can state that

W i,r = k+i1A+ k+inB − k
−
i1A− k

−
inB +

n−1∑
j=2

si,j(−h2R(xj)), (6.9)

W i,r = k+i1A+ k+inB − k
−
i1A− k

−
inB +

n−1∑
j=2

si,j(−h2R(xj)). (6.10)

Proposition 6.1 Assuming boundary values A and B are fuzzy numbers then Wi for i = 1, 2, ..., n− 1 given by (6.9)
and (6.10) are fuzzy numbers. In addition to that, if A and B are Trapezoidal (Triangular)fuzzy numbers then Wi for
i = 1, 2, ..., n− 1 are Trapezoidal(Triangular) fuzzy numbers.

Proof. Since A and B are non decreasing and A and B are non increasing therefore for any k ≥ 0, we have

1) kA and kB are non decreasing,

2) −kA and −kB are non increasing

3) kA and kB are non increasing,

4) −kA and −kB are non decreasing.

In this case we conclude that W ′i,rs are non decreasing and W
′
i,rs are non increasing. Additionally, for each

i = 1, 2, . . . , n,
W i,r −W i,r = k+i1(A−A) + k+in(B −B) + k−i1(A−A) + k−in(B −B) ≥ 0.

This show that Wi are fuzzy numbers. Now let A and B are trapezoidal fuzzy numbers then we can take A =
a1r + a2 , B = b1r + b2 where a1, b1 ≥ 0 and A = c1r + c2 , B = d1r + d2 where c1, d1 ≤ 0

d

dr
W i,r = k+i1a1 + k+inb1 − k

−
i1c1 − k

−
ind1 = const ≥ 0

and
d

dr
W i,r = k+i1c1 + k+ind1 − k

−
i1ca − k

−
inb1 = const ≤ 0

then Wi are Trapezoidal(Triangular) fuzzy numbers. Based on (6.9), (6.10) it is necessary to obtain entries of
D−1, i.e., si,j , i, j = 1, 2, . . . , n. Since D is tridiagonal matrix, hence we use factorization Algorithms such as Crout
method. Here D has only (3n− 2) nonzero entries, there are only (3n− 2) conditions to be applied to determine
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entries of L and U such that D = LU , where L is lower triangular and U is upper triangular, i.e., li,j = 0 for j > i
and ui,j = 0 for j < i .

There are (3n−2) undetermined entries of L and U . Let S.,i denote ith column of S and ei = (0, . . . , 0, 1, 0, . . . , 0)t

that is ith column of identity matrix n × n, then from DS = I, we have DS.,i = ei. Therefore entries of S can be
found by solving n linear systems, whose coefficient matrices are the same and is tridiagonal. First apply Crout
Factorization Algorithm to factor coefficient matrix D as follow: Algorithm 1 (Crout Factorization Algorithm)
Input(D)

step 1 Set l11 = d11; u12 = d12
l11

;

step 2 For i = 2, . . . , n− 1 set
li,i−1 = di,i−1;
lii = dii − li,i−1ui−1,i.
ui,i+1 =

di,i+1

lii
.

step 3 Set ln,n−1 = dn,n−1.; lnn = dnn − ln,n−1

un−1,n
.

Output The matrices L and U such that D = LU .
The factorization of D = LU will be used to finding all columns of D−1 and then approximate the solution of fuzzy
boundary value problem (5.1). Now we represent Algorithm 2 to approximate fuzzy solutions, for more details
see bellow algorithm.
Algorithm 2

INPUT L and U that is obtained from Algorithm 1 and r ∈ [0, 1] .
OUTPUT Approximation of (X(t1, r), X(t1, r)), . . . , (X(tn, r), X(tn, r)).

step 1 For i = 1, 2, . . . , n.
Solve LZ = ei, (ei is ith column of identity matrix In).
Solve US.i = Z. (the vectors S.1, S.2, . . . , S.n are columns of D−1 that is denoted by S).

step 2 For i = 1, 2, . . . , n.
Set ki1 = si1(−h2R(x1) + (1 + h

2p(x1))).
Set kin = bi,n(−h2R(xn) + (1 + h

2p(xn))).
W i,r = k+i1A+ k+inB − k

−
i1A− k

−
inB +

∑n−1
j=2 si,j(−h2R(xj)),

W i,r = k+i1A+ k+inB − k
−
i1A− k

−
inB +

∑n−1
j=2 si,j(−h2R(xj)).

step 3 Output (W 1,r,W 1,r), . . . , (Wn,r,Wn,r)

Note that based on proposition (6.1) if A and B are trapezoidal(triangular) fuzzy numbers it is enough to apply
algorithm 2 for only r = 0 and r = 1.

7 Numerical Result
Example 7.1 Suppose presented method is used to approximate fuzzy solution of

x′′(t) = −2
tx
′(t) + 2

t2
x(t)) + (2− 1

t2
),

x(1) = (0.5r + 1.5, 3− r),
x(3) = (r + 3, 4.5− 0.5r),

(7.1)
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Figure 1: The approximation(Dots) and Exact(Line) of fuzzy solution at t = 2.

One can see p(t) = −2
t and L = max1≤t≤3 |p(t)| = 2. We will use n = 8 so h = 0.25 we have ti = 1 + 0.25i, i =

0, 1, . . . , 8. According to (6.3) the coefficient matrix D can be obtained and due to theorem(6.1) since h = 0.25 < 2
L

then D−1 exist.

First Algorithm 1, gives D−1 , then for any r ∈ [0, 1] we can apply algorithm 2 to approximate r − cut of fuzzy
solution.

For r = 0, exact solution that is obtained from [32] and approximation solution using Algorithm 2, are listed in
Table 1. Also Fig.1 shows exact fuzzy solution and approximate solution at t = 2

i ti ki,1 ki,2 Approx X(ti, r) Approx X(ti, r) Exact X(ti, r) Exact X(ti)

0 1.00 − − 1.5000 3.0000 1.5000 3.0000
1 1.25 0.5533 0.1527 1.1702 2.4143 1.1672 2.4087
2 1.50 0.3633 0.2647 1.0092 2.2556 1.0061 2.2500
3 1.75 0.2449 0.3574 1.1841 2.3304 1.1816 2.3284
4 2.00 0.1670 0.4396 1.3817 2.5659 1.3798 2.5625
5 2.25 0.1070 0.5158 1.6709 2.9156 1.6696 2.9131
6 2.50 0.0632 0.5882 2.0410 3.3615 2.0400 3.3600
7 2.75 0.0285 0.6581 2.4851 3.8920 2.4872 3.8912
8 3.00 − − 3.0000 4.5000 3.0000 4.5000

Table 1
Due to definition(2.3), the Housdorff distance between exact and approximation solution at t = 2 is, approximately,
0.0023 i.e.,

d̃H(W4, X(2)) = 0.0023

Example 7.2 Approximate fuzzy solution of boundary value problem:
x′′(t) = −16x(t),
x(0) = (r − 1, 0.5(1− r),
x(2) = (0.5(r − 1), 0.5(1− r)).

(7.2)
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Figure 2: The approximation(Dots) and Exact(Line) of fuzzy solution at t = 1.

According to the [32], the exact solution can be presented as follow:

X(t, r) =
1

sin(8)
(sin(8− 4t)(−1, 0, 0.5) + sin(4t)(−0.5, 0, 0.5)).

Now based on presented method take n = 20 so h = 0.1 and we have ti = 0.1i, i = 0, 1, . . . , 20. According to (6.3)
the coefficient matrix D can be obtained. Since p(ti) = 0 then tridiagonal matrix D is strictly diagonally dominant
therefore D−1 exist. First Algorithm 1, gives D−1, then for any r ∈ [0, 1] we can apply Algorithm.2 to approximate
r − cut of fuzzy solution. For r = 0, exact solution that is obtained from [32] and approximation solution using
Algorithm 2, are listed in Table.1. Also Fig.2 shows exact fuzzy solution and approximate solution at t = 1

i ti ki,1 ki,2 Approx X(ti, r) Approx X(ti, r) Exact X(ti, r) Exact X(ti)

0 0.0 − − −1.0000 0.500 −1.0000 0.5000
1 0.1 0.9995 0.6618 −1.1995 0.6995 −1.1751 0.6859
2 0.2 0.8392 0.9109 −1.2071 0.7875 −1.1647 0.7637
3 0.3 0.5446 0.5690 −1.0216 0.7493 −0.9704 0.7207
4 0.4 0.1628 −0.1370 −0.6726 0.5912 −0.6329 0.5640
5 0.5 −0.2449 −0.7554 −0.5834 0.7059 −0.6605 0.7419
...

...
...

...
...

...
...

...
10 1.0 −0.7900 −0.7900 −0.7900 1.1851 −0.7649 1.1474
...

...
...

...
...

...
...

...
17 1.7 0.9540 0.9540 −1.2263 0.7493 −1.1917 0.7205
18 1.8 0.7358 1.0195 −1.1554 0.7875 −1.1260 0.7636
19 1.9 0.3999 0.9220 −0.8997 0.6997 −0.8827 0.6859
20 2.0 − − −0.5000 0.5000 −0.5000 0.5000

Table 2
Due to definition(2.3), the Housdorff distance between exact and approximation solution at t = 1 is, approxi-
mately,0.027 i.e.,

d̃H(W10, X(1)) = 0.027

2022, Volume 14, No.2 9 Theory of Approximation and Applications



Using Finite Difference Method for Solving Linear Two-point Fuzzy Boundary Value Problems Based on Extension Principle S. M. Alavi

References
[1] Abbasbandy S, Allah Viranloo T. Numerical solution of fuzzy differential equation by Runge-Kutta method.

Nonlinear Stud 2004;11:117–29.

[2] Abbasbandy s, J.J. Nieto, M. Alavi, Tuning of reachable setin one dimentiaonal fuzzy inclusions Chaos,
Solitons and Fractals 26 (2005) 1337–1341.

[3] T. Allahviranloo, N.A. Kiani, M. Barkhordari, Toward the existence and uniqueness of solutions of second-
order fuzzy differential equations, Information Sciences 179 (2009) 1207– 1215.

[4] Aubin JP. Fuzzy differential inclusions. Problems Control Inform Theory 1990;19:55–67.

[5] Babolian E, Abbasbandy S and Alavi M. Numerical solution of fuzzy differential inclusion by Euler method.
Journal Sci. I. A.U. (JSIAU) 18(2009), 70(2): 60-65.

[6] Babolian E, Sadeghi H, Javadi Sh. Numerically solution of fuzzy differential equations by Adomian method.
Appl Math Comput 2004;149:547–57.

[7] B. Bede, S.G. Gal, Almost periodic fuzzy number- valued functions, Fuzzy sets and Systems 147 (2004)
385-403.

[8] B. Bede, I.J. Rudas, A.L. Bencsik, First order linear fuzzy differential equations under generalized differen-
tiability, Inform. Sci. 177(2007) 1648-1662.

[9] B. Bede, S.G. Gal, Generalizations of the differentibility of fuzzy number value functions with applications to
fuzzy differential equations, Fuzzy Sets and Systems 151(2005) 581-599.

[10] Bobylev VN. A possibilistic argument for irreversibility. Fuzzy Set Syst 1990;34:73–80.

[11] Buckley J.J, Feuring T. Fuzzy differential equations. Fuzzy Set Syst 2000;110:43–54.

[12] M. Chen, Y. Fu, X. Xue, C. Wu, Two-point boundary value problems of undamped uncertain dynamical
systems, Fuzzy Sets and Syst 159 (2008) 2077-2089.

[13] M. Chen, C. Wu,X. Xue, G.Liu, On fuzzy boundary problems, Inf. Sci. 178(2008) 1877-1892.

[14] Y. Chaco-cano, H. Roman-Flores, On new solutions of fuzzy differential equations, Chaos, Soliton and Fractals
38(2008)112-119.

[15] W. Cong-Xin and M. Ming, Embedding Problem of fuzzy number space, Part I, Fuzzy Sets and System 44
(1991) 33-38.

[16] Datta DP. The golden mean, scale free extension of real number system, fuzzy sets and 1
f spectrum in physics

and biology. Chaos, Solitons and Fractals 2003;17:781–8.

[17] Diamond P. Stability and periodicity in fuzzy differential equations. IEEE Trans Fuzzy Syst 2000;8:583–90.

[18] Diamond P. Time-dependent differential inclusions, cocycle attractors and fuzzy differential equations. IEEE
Trans Fuzzy Syst 1999;7:734–40.

[19] D. Dubois, H. Prade. Fuzzy number: an overview, in: The Analysis of Fuzzy Information, vol. 1, Mathematics,
j.c. Bezdek (Ed.), CRC Press, Boca Raton, FL, 1987, pp. 3-39.

2022, Volume 14, No.2 10 Theory of Approximation and Applications



Using Finite Difference Method for Solving Linear Two-point Fuzzy Boundary Value Problems Based on Extension Principle S. M. Alavi
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