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# Application of CAS wavelet to construct quadrature rules for numerical integration 

S. Rezabeyk *, K. Maleknejad ${ }^{\dagger \ddagger}$


#### Abstract

In this paper, based on CAS wavelets we present quadrature rules for numerical solution of double and triple integrals with variable limits of integration. To construct new method, first, we approximate the unknown function by CAS wavelets. Then by using suitable collocation points, we obtain the CAS wavelet coefficients that these coefficients are applied in approximating the unknown function. The major advantage of new approach is that this method can approximate the value of some improper integrals. To illustrate the efficiency and the accuracy of the method, some numerical examples are given.
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## 1 Introduction

COnstruction of quadrature rules for numerical integration based on interpolating polynomials is done by many authors that these polynomials are used to find weights corresponding to nodes. To see some quadrature rules based on polynomials, one can refer to [4]-[11] and the references therein. As we know, wavelets analysis plays an important role in different areas of mathematics [12]-[16]. So, many authors applied wavelets to approximate the solution of integral equations, ordinary differential equations and partial differential equations. Recently, in [2], the authors applied Haar wavelets and hybrid functions to find numerical solution of definite integrals with constant limits. In [1], the authors extended the scope of applicability of the method

[^0]presented in [2] to double and triple integrals with variable limits.
In this paper, we apply the Cos and Sin (CAS) wavelets for approximating double and triple integrals with variable limits of integration. Also, we present quadrature rules which can approximate some improper integrals. The rest of the paper is organized as follows: In Section 2, we introduce the CAS wavelets. Also, in this section, we construct quadrature rules for approximating double and triple integrals. In Section 3, we provide several examples to show the efficiency and simplicity of the presented method. Concluding remarks are given in the last section.

## 2 Numerical integration based on CAS wavelets

### 2.1 CAS wavelets and function approximation

Here first we introduce CAS wavelets from [17] and function approximation by using them.

We know that wavelets are mathematical functions that are constructed using dilation and translation of a single function called the mother wavelet denoted by $\psi(x)$ and must satisfy certain requirements [17]. If the dilation parameter is $a$ and translation parameter is $b$ then we have the following family of wavelets:

$$
\psi_{a, b}(x)=|a|^{-1 / 2} \psi\left(\frac{x-b}{a}\right), a, b \in \mathbb{R}, a \neq 0
$$

By choosing $a$ and $b$ as $a=a_{0}^{-k}$ and $b=n b_{0} a_{0}^{-k}$, $a_{0}>1, b_{0}>0$ and $n$ and $k$ as positive integers, we conclude that

$$
\psi_{k, n}(x)=|a|^{k / 2} \psi\left(a_{0}^{k} x-n b_{0}\right)
$$

where $\psi_{k, n}(x)$ form a basis for $L^{2}(\mathbb{R})$. It is clear that, for $a_{0}=2$ and $b_{0}=1$, the set of $\psi_{k, n}(x)$ form an orthonormal basis for $L^{2}(\mathbb{R})$. In this paper, to construct quadrature rules, we will apply the CAS wavelets defined as the following:

$$
\begin{gather*}
\psi_{k, n}(x) \\
= \begin{cases}2^{k / 2} C A S_{m}\left(2^{k} x-n\right), & \frac{n}{2^{k}} \leq x<\frac{n+1}{2^{k}} \\
0, & \text { otherewise }\end{cases} \tag{2.1}
\end{gather*}
$$

where

$$
C A S_{m}(x)=\cos (2 m \pi x)+\sin (2 m \pi x)
$$

and $n=0,1, \ldots, 2^{k}-1, k \in \mathbb{N} \cup\{0\}, m \in \mathbb{Z}$. Clearly, the set of CAS wavelets forms an orthonormal basis for any function $f(x)$ which is square integrable in the interval $[0,1)$. So, we can expand $f \in L^{2}[0,1]$ as the following form:

$$
\begin{gather*}
f(x)=\sum_{n=0}^{\infty} \sum_{m \in \mathbb{Z}} c_{n, m} \psi_{n, m}(x) \\
\cong \sum_{n=0}^{2^{k}-1} \sum_{m=-M}^{M} c_{n, m} \psi_{n, m}(x)=\mathcal{C}^{T} \Psi(x) \tag{2.2}
\end{gather*}
$$

where $\quad c_{n, m} \quad=<\quad f(x), \psi_{n, m}(x) \quad>=$ $\int_{0}^{1} f(x) \psi_{n, m}(x) d x$, and $<f, g>$ is the inner product of the functions $f$ and $g$. Also, $\mathcal{C}$ and $\Psi(x)$ are $2^{k}(2 M+1) \times 1-$ vectors given by:

$$
\begin{gathered}
\mathcal{C}=\left[C_{0}, C_{1}, \ldots, c_{2^{k}-1}\right]^{T} \\
\Psi(x)=\left[\psi_{0}(x), \psi_{1}(x), \ldots, \psi_{2^{k}-1, M}(x)\right]^{T} \\
C_{i}=\left[c_{i,-M}, c_{i,-M+1}, \ldots, c_{i, M}\right] \\
\psi_{i}(x)=\left[\psi_{i,-M}(x), \psi_{i,-M+1}(x), \ldots, \psi_{i, M}(x)\right] \\
i=0,1, \ldots, 2^{k}-1
\end{gathered}
$$

### 2.2 Quadrature rules based on CAS wavelets

In this section, we present numerical integration for single, double and triple integrals by using CAS wavelets.

### 2.2.1 Quadrature rules for single integrals

Consider the following definite integral

$$
\begin{equation*}
\int_{0}^{1} f(x) d x \tag{2.3}
\end{equation*}
$$

Using (2.2), we conclude that

$$
\begin{gathered}
\int_{0}^{1} \sum_{n=0}^{2^{k}-1} \sum_{m=-M}^{M} c_{n, m} \psi_{n, m}(x) d x \\
=\sum_{n=0}^{2^{k}-1} \sum_{m=-M}^{M} c_{n, m} \int_{0}^{1} \psi_{n, m}(x) d x \\
=\sum_{n=0}^{2^{k}-1} \sum_{m=-M}^{M} c_{n, m} \int_{\frac{n}{2^{k}}}^{\frac{n+1}{2^{k}}} 2^{k / 2} C A S_{m}\left(2^{k} x-n\right) d x \\
=\sum_{n=0}^{2^{k}-1} \sum_{m=-M}^{M} c_{n, m} 2^{-k / 2} \int_{0}^{1} C A S_{m}(x) d x \\
=\sum_{n=0}^{2^{k}-1} c_{n, 0} 2^{-k / 2}
\end{gathered}
$$

So, we have:

$$
\begin{equation*}
\int_{0}^{1} f(x) d x \cong \frac{1}{2^{k / 2}} \sum_{n=0}^{2^{k}-1} c_{n, 0} \tag{2.4}
\end{equation*}
$$

Now, we obtain the coefficients $c_{n, 0}$ of CAS wavelets by using collocation points as

$$
\begin{equation*}
x_{j}=\frac{2 j-1}{2^{k+1}(2 M+1)}, j=1,2, \ldots, 2^{k}(2 M+1) \tag{2.5}
\end{equation*}
$$

Therefore, by substituting these points in (2.2), we have:

$$
\begin{equation*}
f\left(x_{j}\right)=\sum_{n=0}^{2^{k}-1} \sum_{m=-M}^{M} c_{n, m} \psi_{n, m}\left(x_{j}\right) \tag{2.6}
\end{equation*}
$$

$j=1,2, \ldots, 2^{k}(2 M+1)$. Clearly, (2.6) is a linear system of equations. Hence, by solving this system, we can obtain the CAS wavelets coefficients

Table 1: Relative errors for Example 3.1.

| Proposed method | Relative errors |
| :--- | :--- |
| $\mathrm{M}=3, \mathrm{k}=3$ | $4.62803 \mathrm{E}-05$ |
| $\mathrm{M}=4, \mathrm{k}=3$ | $2.79953 \mathrm{E}-06$ |
| $\mathrm{M}=5, \mathrm{k}=5$ | $1.17121 \mathrm{E}-06$ |
| $\mathrm{M}=6, \mathrm{k}=6$ | $2.09639 \mathrm{E}-07$ |

Table 2: Relative errors for Example 3.2.

| Proposed method | Relative errors |
| :--- | :--- |
| $\mathrm{M}=3, \mathrm{k}=2$ | $3.96816 \mathrm{E}-07$ |
| $\mathrm{M}=4, \mathrm{k}=3$ | $9.60198 \mathrm{E}-06$ |
| $\mathrm{M}=5, \mathrm{k}=4$ | $2.51085 \mathrm{E}-09$ |
| $\mathrm{M}=6, \mathrm{k}=5$ | $7.19083 \mathrm{E}-09$ |

Table 3: Relative errors for Example 3.3.

| Proposed method | Relative errors | Proposed method in 2.1 | Relative errors |
| :--- | :--- | :--- | :--- |
| $\mathrm{M}=3, \mathrm{k}=2$ | $8.14033 \mathrm{E}-03$ | $\mathrm{~m}=3, \mathrm{n}=5$ | $8.9863 \mathrm{E}-03$ |
| $\mathrm{M}=4, \mathrm{k}=3$ | $1.58952 \mathrm{E}-03$ | $\mathrm{~m}=4, \mathrm{n}=8$ | $4.6532 \mathrm{E}-03$ |
| $\mathrm{M}=5, \mathrm{k}=4$ | $1.300763 \mathrm{E}-03$ | $\mathrm{~m}=5, \mathrm{n}=12$ | $1.8550 \mathrm{E}-03$ |

Table 4: Relative errors for Example 3.4.

| Proposed method | Relative errors | Proposed method in [1] | Relative errors |
| :--- | :--- | :--- | :--- |
| $\mathrm{M}=3, \mathrm{k}=2$ | $8.14033 \mathrm{E}-03$ | $\mathrm{~m}=3, \mathrm{n}=5$ | $8.9863 \mathrm{E}-03$ |
| $\mathrm{M}=4, \mathrm{k}=3$ | $1.58952 \mathrm{E}-03$ | $\mathrm{~m}=4, \mathrm{n}=8$ | $4.6532 \mathrm{E}-03$ |
| $\mathrm{M}=5, \mathrm{k}=4$ | $1.300763 \mathrm{E}-03$ | $\mathrm{~m}=5, \mathrm{n}=12$ | $1.8550 \mathrm{E}-03$ |

Table 5: Relative errors for Example 3.5.

| Proposed method | Relative errors |
| :--- | :--- |
| $\mathrm{M}=1, \mathrm{k}=1$ | $3.55334 \mathrm{E}-03$ |
| $\mathrm{M}=3, \mathrm{k}=4$ | $1.06426 \mathrm{E}-05$ |
| $\mathrm{M}=4, \mathrm{k}=4$ | $1.43786 \mathrm{E}-05$ |

$c_{n, 0}, n=0,1, \ldots, 2^{k}-1$. Here, we solve the above system for different values of $M$ and present different quadrature rules for numerical solution of (2.3).

For $M=1$, we have:

$$
\begin{equation*}
c_{n, 0}=\frac{1}{3 \times 2^{k / 2}} f\left(\frac{2 i-1}{6 \times 2^{k}}\right) \tag{2.7}
\end{equation*}
$$

So, numerical solution of (2.3) is as follows:

$$
\begin{equation*}
\int_{0}^{1} f(x) d x \approx \frac{1}{3 \times 2^{k}} \sum_{i=1}^{3 \times 2^{k}} f\left(\frac{2 i-1}{6 \times 2^{k}}\right) \tag{2.8}
\end{equation*}
$$

For $M=2$,

$$
\begin{equation*}
\int_{0}^{1} f(x) d x \approx \frac{1}{5 \times 2^{k}} \sum_{i=1}^{5 \times 2^{k}} f\left(\frac{2 i-1}{10 \times 2^{k}}\right) \tag{2.9}
\end{equation*}
$$

For $M=3$,

$$
\begin{equation*}
\int_{0}^{1} f(x) d x \approx \frac{1}{7 \times 2^{k}} \sum_{i=1}^{7 \times 2^{k}} f\left(\frac{2 i-1}{14 \times 2^{k}}\right) \tag{2.10}
\end{equation*}
$$

For $M=4$,

$$
\begin{equation*}
\int_{0}^{1} f(x) d x \approx \frac{1}{9 \times 2^{k}} \sum_{i=1}^{9 \times 2^{k}} f\left(\frac{2 i-1}{18 \times 2^{k}}\right) \tag{2.11}
\end{equation*}
$$

For $M=5$,

$$
\begin{equation*}
\int_{0}^{1} f(x) d x \approx \frac{1}{11 \times 2^{k}} \sum_{i=1}^{11 \times 2^{k}} f\left(\frac{2 i-1}{22 \times 2^{k}}\right) \tag{2.12}
\end{equation*}
$$

It is clear that, for $M \in \mathbb{N}$, we conclude that

$$
\begin{equation*}
\int_{0}^{1} f(x) d x \approx \frac{1}{r \times 2^{k}} \sum_{i=1}^{r \times 2^{k}} f\left(\frac{2 i-1}{2 r \times 2^{k}}\right) \tag{2.13}
\end{equation*}
$$

where $r=2 M+1$. Also, we can approximate

$$
\begin{equation*}
\int_{a}^{b} f(x) d x \tag{2.14}
\end{equation*}
$$

by the following quadrature rules

$$
\begin{gather*}
\int_{a}^{b} f(x) d x \\
\approx \frac{b-a}{r \times 2^{k}} \sum_{i=1}^{r \times 2^{k}} f\left(a+\frac{(b-a)(2 i-1)}{2 r \times 2^{k}}\right) \tag{2.15}
\end{gather*}
$$

### 2.2.2 Quadrature rules for double integrals

Here, we consider

$$
\begin{equation*}
\int_{a}^{b} \int_{h(y)}^{g(y)} f(x, y) d x d y \tag{2.16}
\end{equation*}
$$

To construct quadrature rules for approximating (2.16), we apply formula (2.15) for

$$
\begin{equation*}
\int_{h(y)}^{g(y)} f(x, y) d x \tag{2.17}
\end{equation*}
$$

Thus we obtain

$$
\begin{equation*}
\int_{h(y)}^{g(y)} f(x, y) d x \approx H(y) \tag{2.18}
\end{equation*}
$$

where $r=2 M+1$, and

$$
\begin{gathered}
H(y)=\frac{g(y)-h(y)}{r \times 2^{k}} \\
\times \sum_{i=1}^{r \times 2^{k}} f\left(h(y)+\frac{(g(y)-h(y))(2 i-1)}{2 r \times 2^{k}}, y\right)
\end{gathered}
$$

Now, by applying formula (2.15) once again for

$$
\begin{equation*}
\int_{a}^{b} H(y) d y \tag{2.19}
\end{equation*}
$$

we obtain quadrature rules to approximate (2.16) as the following form

$$
\begin{align*}
& \int_{a}^{b} \int_{h(y)}^{g(y)} f(x, y) d x d y \approx \int_{a}^{b} H(y) d y \\
\approx & \frac{b-a}{r \times 2^{k}} \sum_{i=1}^{r \times 2^{k}} H\left(a+\frac{(b-a)(2 i-1)}{2 r \times 2^{k}}\right) . \tag{2.20}
\end{align*}
$$

### 2.2.3 Quadrature rules for triple integrals

Consider

$$
\begin{equation*}
\int_{a}^{b} \int_{h(z)}^{g(z)} \int_{e(y, z)}^{q(y, z)} f(x, y, z) d x d y d z \tag{2.21}
\end{equation*}
$$

To construct quadrature rules for approximating (2.21), we apply formula (2.15) for

$$
\begin{equation*}
\int_{e(y, z)}^{q(y, z)} f(x, y, z) d x \tag{2.22}
\end{equation*}
$$

Thus we obtain

$$
\begin{equation*}
\int_{e(y, z)}^{q(y, z)} f(x, y, z) d x \approx H(y, z) \tag{2.23}
\end{equation*}
$$

where $r=2 M+1$, and

$$
\begin{gathered}
H(y, z)=\frac{q(y, z)-e(y, z)}{r \times 2^{k}} \times \sum_{i=1}^{r \times 2^{k}} \\
f\left(e(y, z)+\frac{(q(y, z)-e(y, z))(2 i-1)}{2 r \times 2^{k}}, y, z\right) .
\end{gathered}
$$

Now, by applying formula (2.15) once again for

$$
\begin{equation*}
\int_{h(z)}^{g(z)} H(y, z) d y \tag{2.24}
\end{equation*}
$$

we obtain quadrature rules to approximate (2.24) as the following form

$$
\int_{h(z)}^{g(z)} H(y, z) d y \approx \frac{g(z)-h(z)}{r \times 2^{k}}
$$

$$
\begin{equation*}
\times \sum_{i=1}^{r \times 2^{k}} H\left(h(z)+\frac{(g(z)-h(z))(2 i-1)}{2 r \times 2^{k}}, z\right) \tag{2.25}
\end{equation*}
$$

Let

$$
R(z)=\frac{g(z)-h(z)}{r \times 2^{k}}
$$

$$
\begin{equation*}
\times \sum_{i=1}^{r \times 2^{k}} H\left(h(z)+\frac{(g(z)-h(z))(2 i-1)}{2 r \times 2^{k}}, z\right) \tag{2.26}
\end{equation*}
$$

Now, we apply formula (2.15) once again to approximate

$$
\begin{equation*}
\int_{a}^{b} R(z) d z \tag{2.27}
\end{equation*}
$$

So, we obtain the following quadrature rules to approximate (2.27)
$\int_{a}^{b} R(z) d z \approx \frac{b-a}{r \times 2^{k}} \sum_{i=1}^{r \times 2^{k}} R\left(a+\frac{(b-a)(2 i-1)}{2 r \times 2^{k}}\right)$,
and hence

$$
\begin{array}{r}
\int_{a}^{b} \int_{h(y)}^{g(y)} \int_{e(y, z)}^{q(y, z)} f(x, y, z) d x d y d z \\
\approx \frac{b-a}{r \times 2^{k}} \sum_{i=1}^{r \times 2^{k}} R\left(a+\frac{(b-a)(2 i-1)}{2 r \times 2^{k}}\right) \tag{2.29}
\end{array}
$$

## 3 Numerical examples

To show the accuracy and efficiency of the quadrature rules defined in ([16]), ([?]) and ([?]), we present some examples.

Example 3.1 Consider the following integral

$$
\int_{0}^{1} \sin \left(x^{2}\right) d x
$$

For different values of $M$ and $k$, relative errors are shown in Table 1.

Example 3.2 Consider the following integral

$$
\int_{0}^{1} \sqrt{x^{2}-5 x+31} d x
$$

For different values of $M$ and $n$, relative errors are shown in Table 2.

## Example 3.3

$$
\int_{0}^{1} \frac{e^{-1 / x}}{x^{2}} d x
$$

Relative errors are shown in Table 3.

## Example 3.4

$$
\int_{0}^{1} \int_{0}^{1} \frac{1}{\sqrt{x^{2}+y^{2}}} d x
$$

Relative errors are shown in Table 4.

## Example 3.5

$$
\int_{0}^{\pi} \int_{0}^{z} \int_{0}^{z y} \frac{1}{y} \sin \left(\frac{x}{y}\right) d x
$$

Relative errors are shown in Table 5.

## 4 Conclusion

In this paper, new quadrature rules to approximate double and triple integrals with variables limits are presented. For this purpose, the CAS wavelets have been used. Presented quadrature rules in this paper can approximate some improper integrals. To show the efficiency of presented methods, some test problems are considered.

## References

[1] Imran Aziz, Siraj-ul-Islam, Wajid Khanb, Quadrature rules for numerical integration based on Haar wavelets and hybrid functions, Computers and Mathematics with Applications 61 (2011) 2770-2781.
[2] Siraj-ul-Islam, Imran Aziz, Fazal Hag, A comprative study of numerical integration based on Haar wavelets and Hybrid, Computers and Mathematics with Applications 59 (2010) 2026-2036.
[3] Mingxu Yi, Juan Huang, CAS wavelet method for solving the fractional integrodifferential equation with a weakly singular kernel, International Journal of Computer Mathematics, 2014.
[4] R. L. Burden, J.D. Faires, Numerical analysis, PWS-KENT, USA, 1993.
[5] V. Rokhlin, End point corrected trapezoidal quadrature rules for singular functions, Comput. Math. Appl. 20 (1990) 51-62.
[6] J. Ma, V. Rokhlin, S. Vandzura, Generalised gaussian quadrature rules for asystems of artbitrary functions, SIAM J. Numer. Anal. 33 (1996) 971-996.
[7] H. Monien, Gaussian quadrature for sums: A rapidly convergent summation scheme, Math. Comput. 79 (2009) 857-869.
[8] B.K. Alpert, Hybrid gauss-trapezoidal quadrature rules, SIAM J. Sci. Comput. 20 (1999) 1551-1584.
[9] J. Place, J. Stach, Efficient numerical integration using gaussian quadrature, Simulation 73 (1999) 232-237.
[10] Md. Shafiqul Islam, M. Alamgir Hossain, Numerical integrations over an arbitrary quadrilateral region, Appl. Math. Comput. 210 (2009) 515-524.
[11] H.T. Rathod, K.V. Nagaraja, B. Venkatesudu, Symmetric gauss legendre quadrature formulas for composite numerical integration over a triangular surface, Appl. Math. Comput. 188 (2007) 865-876.
[12] Mehdi Dehghan, Mehrdad Lakestani, Numerical solution of nonlinear system of second-order boundary value problems using cubic b-spline scaling functions, Int. J. Comput. Math. 85 (2008) 1455-1461.
[13] Siraj-ul-Islam Imran Aziz, B. Barler, The numerical solution of second-order boundary-value problems by collocation method with the haar wavelets, Math. Comput. Modelling 50 (2010) 1577-1590.
[14] Valeriano Comincioli, Giovanni Naldi, Terenzio Scapolla, A wavelet-based method for numerical solution of nonlinear evolution equations, Appl. Numer. Math. 33 (2000) 291-297.
[15] J. L. Wu, A wavelet operational method for solving fractional partial differential equations numerically, Appl. Math. Comput. 214 (2009) 31-40.
[16] S. A. Youse, A. Banifatemi, Numerical solution of Fredholm integral equations by using CAS wavelets, Appl. Math. Comput. 183 (2006), 458-463.
[17] H, Saeedi, M. Mohseni Moghadam, N. Mollahasani, N. Chuev, A CAS wavelet method for solving nonlinear Fredholm integrodifferential equations of fractional order, Commun Nonlinear Sci Numer Simulat 16 (2011) 1154-1163.


Saeedeh Rezabeyk was born in Tehran in 1976. She received B.Sc. degree in Applied Mathematics from Karaj Branch, Islamic Azad University in 2012. Now she is M.Sc. student of Applied Mathematics, Numerical analysis field in Karaj Branch, Islamic Azad University. Her current research interest is in numerical analysis especially numerical solution of integral equations.


Khosrow Maleknejad received his MS degree in Applied Mathematics from Tehran University, Iran, in 1972 and his PhD degree in Numerical Analysis from the University of Wales, Aberystwyth, UK in 1981. In September 1976, he joined the Faculty of the Basic Science, Department of Applied Mathematics at Iran University of Science and Technology where he has been a Professor since 2002. During 19912000, he also served as Vice-chair for graduate students. He was a Visiting Professor at the University of California at Los Angeles in 1990. His research interests include numerical analysis in solving ill-posed problems and solving Fredholm and Volterra integral equations. He has authored and coauthored more than 160 research papers on these topics. He is an Editor-in-chief of the International Journal of Mathematical Sciences and member of editorial board of some journals. He is a member of the AMS.


[^0]:    *Department of Mathematics, Karaj Branch, Islamic Azad University, Karaj, Iran.
    ${ }^{\dagger}$ Corresponding author. malehnejad@iust.ac.ir
    ${ }^{\ddagger}$ Department of Mathematics, Karaj Branch, Islamic Azad University, Karaj, Iran.

