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Abstract

In this paper, a numerical method is presented using a Dickson-based collocations method to solve
a fractional model of computer virus propagation. The model presented in this paper is a system of
differential equations of fraction. By using the Dickson-based collocation method and using Cheby-
shev’s spatial points, we transform the system of deficit differential equations into a system of algebraic
equations. In this way, an approximate solution can be found for the proposed model. By introducing
the error functions for the expressed fractional model, the accuracy and convergence of the obtained
solutions are investigated. Some of the approximate results obtained using this method is displayed
in the numerical results section.
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1 Introduction

B
ecause of the interconnection of different com-
puter networks and the abundance of users

of these networks, if one of the computers con-
nected to the network is infected, the virus can
easily be transmitted to other related computers
and damage them. Damage incurs can be the de-
struction of the general or partial information of
the host computer, or unauthorized access, with-
out the user’s knowledge, to sensitive information
of the user system, such as bank information,
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user accounts, etc., or interfere with Host com-
puter function is to occupy part of the mainframe
or main memory or disable this part. To learn
more about the performance of viruses in com-
puter networks, we can refer to [1, 2, 3]. Antivirus
is essential for users to prevent virus disruptions.
Because of the importance of this, many scientists
and researchers have investigated the function of
viruses in computer networks and provided mod-
els of computer virus performance in computer
networks, for example, Ren et al.[4], presented
a mathematical model of computer virus disper-
sal. Yang et al.[5] Presented a model of com-
puter virus performance and then examined the
sustainability of the proposed model. Some other
models presented can be found in [6] and [2]. The
performance of computer viruses, in terms of dis-
persal and transmission, is similar to the perfor-
mance of biological viruses. In the same way that
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biological viruses are transmitted from one ani-
mal to another, computer viruses are also trans-
mitted from one computer to another and spread
throughout the network [7]. Because of the simi-
larity of computer viruses and biological viruses,
we can use the SIR model to check the perfor-
mance of computer viruses, as defined below [5]

dS
dt = b− γS(t)I(t)− dS(t),

dI
dt = γS(t)I(t)− ϵI(t)− dI(t),

dR
dt = ϵI(t)− dI(t)

(1.1)

The initial conditions of the model are as follows:

S(0) = S0, I(0) = I0, R(0) = R0.

The parameters used in this model are presented
in the Table 1. Refer to [5] for details on this
model. The similarity between computer and
biological viruses is a known fact. The biological
viruses are similar to the laws of fractal geometry,
and because of the similarity between biological
viruses and fractal geometry, in [8], the relation
between fractal geometry and computations a
deficit is indicated. For this reason, we use a frac-
tional calculation to check computer viruses and
we describe the model (1.2) as a fractional model:

Dα
∗ S(t) = b− γS(t)I(t)− dS(t),

Dα
∗ I(t) = γS(t)I(t)− ϵI(t)− dI(t),

Dα
∗R(t) = ϵI(t)− dI(t)

(1.2)

In the above model, DαS is the Caputo deriva-
tive of order 0 < α ≤ 1, and its initial conditions
are S(0) = S0, I(0) = I0, R(0) = R0. We also use
the Caputo formula for calculating the fractional
derivative of the formula in this paper, which is
defined as follows:

Dα
∗ f(x) =


1

Γ(n−α)

∫ x

0

f(n)(x)

(x−τ)α−n+1 dτ,

n− 1 ≤ α < 1

dnf(x)
dnx

, α = n

(1.3)

where n ∈ N, x > 0, α > 0.
Also we have

Dα
∗ c = 0, c is constant

Dα
∗ x

j =


0, j ∈ N ∪ {0} and j < ⌈α⌉

Γ(j+1)
Γ(j+1−α)

xj−α,

j ∈ N ∪ {0} and j ⩾ ⌈α⌉
or j /∈ N and j > ⌊α⌋

(1.4)

In recent years, numerous studies have been
done in the field of calculating the deficit and
used various numerical methods for solving dif-
ferential deficit methods. For example, Li and
Wang [9] presented a numerical algorithm based
on Adomian decomposition for deficit differen-
tial equations. Also, Jafari and Daftardar in
[10] solved the nonlinear fractional differential
equations using adomian decomposition method.
Ismaili et al.[11] have proposed a collocation
method based on the Müntz-Legendre polynomial
to find approximate solutions of fractional differ-
ential equations. Tavassoli and Rasouli, [12], have
proposed a numerical method for solving differ-
ential fractional differential equations based on
Müntz-Legendre polynomials. In addition, they
developed a model of HIV infection as a system
of fractional differential equations and provided
a spatial method based on the Müntz-Legendre
polynomials [13]. Some of the methods used
to solve differential equations of fraction can be
studied in [14, 15, 16, 17]. Kurkcu et al. [18] used
Dickson polynomials to solve differential-integral
equations.
In this paper, we use the method of collocation
on the basis of Dickson polynomials to obtain the
approximate solutions of the system (1.2). This
article is comprised of the following sections: In
the section 2.1, we describe the definition of Dick-
son polynomials and express some of their prop-
erties. Then, in the section 2.2 the approxima-
tion of a function is expressed by using the Dixon
polynomial. In section 3, a collocation method is
proposed based on the Dickson polynomials for
finding approximate solutions of the model (1.2).
In the section 4, an error analysis has been per-
formed with the introduction of error functions.
In the section 5, the approximate results obtained
using the method presented in this paper are in-
vestigated in the section on numerical results. Fi-
nally, in section 6 we will conclude and discuss
the results obtained using the method presented
in this paper.

2 Preliminaries

2.1 Dickson polynomials

Suppose R is a substitutable loop that has the
same member. In this case, the first-order Dick-
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Table 1: Parameters used in the proposed model

Parameters descriptions

R(t) The number of computers retrieved at time t
I(t) Number of infected computers at time t
S(t) The number of computers exposed at time t
b Connecting computers from outside the network to the network
ϵ Recovery rate of infected computers is affected by antivirus network
d Exit speed of computers
γ The rate of infecting computers

son polynomials of degree n and with the param-
eter λ ∈ R are defined as follows [18, 19]

dn(x, λ) =

[n
2
]∑

m=0

n

n−m

(
n−m

m

)
(−λ)mxn−2m (2.5)

where d0(x, λ) = 2 and d1(x, λ) = x. The special
modes of Dickson polynomials for different val-
ues of λ are shown in Table 2 [18]. We can also
have the following recurrence relation for Dickson
polynomials.

dn(x, λ) = xdn−1(x, λ)− λdn−2(x, λ) n ≥ 2

here d0(x, λ) = 2 and d1(x, λ) = x. By solving
the second-order differential equation,

(x2 − 4λ)d̈+ xḋ− n2d = 0 n = 0, 1, 2, 3, . . .

we can also obtain Dickson polynomials.

2.2 Function approximation using
Dickson polynomials

Suppose the function f(x) is available, which is
approximate as follows.

∀λ ∈ R, f(x) ≈ g(x) =

n∑
i=0

cidi(x, λ)

In which ci are unknown values, we obtain the
equations for the following equations.

f(θi) = g(θi), i = 0, 1, 2, ..., n

where θi are the Chebyshev points transmitted to
the interval [0, T ] defined as follows.

θi =
T

2
− T

2
cos(

πi

n
) i = 0, 1, 2, ..., n.

Thus, the system f(θi) = g(θi) is a system of
algebraic equations with n+1 equations and n+
1 unknowns, then by solving this system,we can
obtain unknown coefficients ci, i = 0, 1, 2, ..., n.

Figure 1: The graph of the approximate
results obtained for the function S(t) for n =
15 and for different values of α

Figure 2: The graph of the approximate
results obtained for the function I(t) for n =
15 and for different values of α

Table 3: Values assigned to model parameters.

Parameters values

b 0
γ 0.001
d 0.1
ϵ 0.1
S0 20
I0 15
R0 10
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Table 2: Special modes of Dickson polynomials.

Parameter λ polynomials

-1 Pell-Lucas polynomials dn(x,−1) = Qn(
x
2 )

0 Power polynomials dn(x, 0) = xn

1 First kind Chebyshev polynomials dn(x, 1) = 2Tn(
x
2 )

2 Ferma-Lucas polynomials dn(x, 1) = Fln(
x
3 )

Table 4: The values obtained for S(t) for n = 15 and various values of α.

t α = 0.8 α = 0.9 α = 0.95 α = 1

0 20 20 20 20
1 17.7438038503926 17.7904127886923 17.8187416285726 17.8501096330141
2 16.2954315301640 16.1244189602330 16.0441937687261 15.9677579935880
3 15.1319188635607 14.7251411304448 14.5190139540304 14.3113893818910
4 14.1486561937741 13.5165530458748 13.1866965475440 12.8475369563923
5 13.2952956422631 12.4562322110827 12.0114043181920 11.5489823289406

Table 5: The values obtained for I(t) for n = 15 and various values of α

t α = 0.8 α = 0.9 α = 0.95 α = 1

0 15 15 15 15
1 12.4043167595789 12.4520132198786 12.4818225286824 12.5152884547679
2 10.8075369451851 10.6072935325303 10.5123369424508 10.4211717691036
3 9.57500214604886 9.1241086194401 8.8944150126676 8.66213933060665
4 8.5740918590018 7.9016758829060 7.5504218970789 7.18881514330027
5 7.7392384673274 6.8808100339458 6.4277113904543 5.95786292716376

Table 6: The values obtained for R(t) for n = 15 and various values of α

t α = 0.8 α = 0.9 α = 0.95 α = 1

0 10 10 10 10
1 10.3364805155120 10.3460354667580 10.3495977610140 10.3522857238360
2 10.3771859192211 10.4136461781185 10.4333746759717 10.4539541258174
3 10.3011655538718 10.3275795370758 10.3441966123531 10.3632912181796
4 10.1568323480806 10.1396721764775 10.1329832893884 10.1280499719111
5 9.9695901242754 9.8827037798238 9.8358200118934 9.78703443096404

Table 7: The values obtained for S(2.5) and α = 1 for different values of n and λ

λ n = 10 n = 20 n = 25

−1 15.113582935427220 15.113582935424576 15.113582935424576
0 15.11358293542722023 15.1135829354245769 15.1135829354245769
1 15.11358293542722023 15.11358293542457698 15.1135829354245769
2 15.11358293542722023 15.11358293542457698 15.1135829354245769

2.3 Generalized Dickson operational
matrix to fractional order

In this subsection, we introduce the operational
matrix of fractional derivative of Dickson polyno-

mials. Using (1.4), (2.5) and the linear property
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Figure 3: The graph of the approximate
results obtained for the function R(t) for n =
15 and for different values of α

Figure 4: Error diagram for the I(t) func-
tion for n = 25 and for, α = 1, λ = 0

of Caputo operator, we have:

D(α)di(x, λ) =

[ i
2
]∑

j=0

i

i− j

(
i− j

j

)
(−λ)jD(α)(xi−2j)

=

[ i
2
]∑

j=0

i

i− j

(
i− j

j

)
(−λ)j

Γ(i− 2j + 1)

Γ(i− 2j − α+ 1)
xi−2j−α (2.6)

Further, we can approximate the terms xi−2j−α

using Dickson polynomials as

xi−2j−α ∼=
n∑

l=0

al,idl(x, λ). (2.7)

Noteworthy, the orthogonality of Dickson poly-
nomials is only obtained on the interval
[−2

√
λ, 2

√
λ] that is not suited to obtain the val-

ues of al,i. However, al,i’s for each value of i, λ
can be obtained using symbolic software ”Math-
ematica”. Therefore, (2.6) and (2.7) imply,

D(α)di(x, λ) ∼=
[ i
2
]∑

j=0

i

i− j

(
i− j

j

)
(−λ)j

Γ(i− 2j + 1)

Γ(i− 2j − α+ 1)

n∑
l=0

al,idl(x, λ). (2.8)

Figure 5: Error diagram for the I(t) func-
tion for n = 25 and for, α = 1, λ = 0

Figure 6: Error diagram for the R(t) func-
tion for n = 25 and for, α = 1, λ = 0

Then,

D(α)di(x, λ) ∼=
n∑

l=0

[ i
2
]∑

j=0

i

i− j

(
i− j

j

)
(−λ)j

Γ(i− 2j + 1)

Γ(i− 2j − α+ 1)
al,idl(x, λ).

=

n∑
l=0

(

[ i
2
]∑

j=0

wi,j,ldl(x, λ). (2.9)

where

wi,j,l =
i

i− j

(
i− j

j

)
(−λ)j

Γ(i− 2j + 1)

Γ(i− 2j − α+ 1)
al,i

Rewrite (2.9) as a vector form we have,

D(α)di(x, λ) ∼= [

[ i
2
]∑

j=0

wi,j,0, ...,

[ i
2
]∑

j=0

wi,j,n]B(x, λ) (2.10)

Hence,

D(α)B(x, λ) ∼= [D(α)d0(x, λ), ..., D
(α)dn(x, λ)]

T (2.11)

Substituting (2.10) into (2.11), yieids,

D(α)B(x, λ) ∼= DαB(x, λ) (2.12)

where,

Dα
(n+1)(n+1) =


∑[ i

2
]

j=0 w0,j,0 ...
∑[ i

2
]

j=0 w0,j,n

... ... ...∑[ i
2
]

j=0 wn,j,0 ...
∑[ i

2
]

j=0 wn,j,n


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3 Dickson collocation method

The approximation of the functions S, I, and R
in terms of the Dickson polynomials is as follows.

S(t, λ) ≈ Sn(t, λ) = PTB(t, λ)
I(t, λ) ≈ In(t, λ) = QTB(t, λ)
R(t, λ) ≈ Rn(t, λ) = RTB(t, λ),

(3.13)

where,

P T = [p0, ..., pn]

QT = [q0, ..., qn]

RT = [r0, ..., rn]

B(t, λ) = [d0(t, λ), ..., dn(t, λ)]
T .

Now we apply the above approximations in
Equation (1.2) and we obtain the equations of
the following.

PTD(α)B(t, λ) = b− γPTB(t, λ)QT

B(t, λ)− dPTB(t, λ),

QTD(α)B(t, λ) = γPTB(t, λ)QT

B(t, λ)− ϵQTB(t, λ)− dQTB(t, λ),

RTD(α)B(t, λ) = ϵQTB(t, λ)
−dQTB(t, λ)

(3.14)

PTB(0, λ) = S0, QTB(0, λ) = I0, RTB(t, λ) = R0.

Now, by inserting the collocation points θj in the
above equation,we obtain:

PTD(α)B(θj , λ) = b− γPTB(θj , λ)Q
T

B(θj , λ)− dPTB(θj , λ),

QTD(α)B(θj , λ) = γPTB(θj , λ)Q
T

B(θj , λ)ϵQ
T −B(θj , λ)

−dQTB(θj , λ),

RTD(α)B(θj , λ) = ϵQTB(θj , λ)
−dQTB(θj , λ)

(3.15)

It is noticeable that the systems (3.15) and ini-
tial conditions in (3.14) have unknown 3(n + 1)
and 3(n+ 1) equations, which is solved with one
of the common methods to obtain unknown val-
ues pi and qi and ri, in which i = 0, 1, ..., n. By
inserting them into relations (3.13) we can obtain
the approximate solutions of Sn, In and Rn.

To determine the error assesment, we define the
functions E1(t) and E2(t) and E3(t) for each of
the equations of the model presented in an enor-
mous way so that the approximate solutions ob-

tained in the model are valid.

E1
n(t) = |Dα

∗ Sn(t)− b
+γSn(t)In(t) + dSn(t)|,

E2
n(t) = |Dα

∗ In(t)− γSn(t)In(t)
+ϵIn(t) + dIn(t)|,

E3
n(t) = |Dα

∗Rn(t)
−ϵIn(t) + dIn(t)|.

(3.16)

With respect to the above, we must have E1
n(t) ≈

0 and E2
n(t) ≈ 0 and E3

n(t) ≈ 0 which are dis-
cussed below and are clearly visible in Figs. 4, 5
and 6.

4 Numerical results

To determine the error assesment, we define the
functions E1(t) and E2(t) and E3(t) for each of
the equations of the model presented in an enor-
mous way so that the approximate solutions ob-
tained in the model are valid.

E1
n(t) = |Dα

∗ Sn(t)− b+ γSn(t)In(t)
+dSn(t)|,

E2
n(t) = |Dα

∗ In(t)− γSn(t)In(t)
+ϵIn(t) + dIn(t)|,

E3
n(t) = |Dα

∗Rn(t)− ϵIn(t) + dIn(t)|.

(4.17)

With respect to the above, we must have E1
n(t) ≈

0 and E2
n(t) ≈ 0 and E3

n(t) ≈ 0 which are dis-
cussed below and are clearly visible in Figs. 4, 5
and 6.
In this section we apply the proposed method for
numerical solution of model (1.2) and present the
obtained results. The values for the parameters
used in the model are expressed in Table 3. In
this section, the numerical results obtained for
different values of the fractional derivative are
presented. In Tables 2, 3 and 4 for n = 15 and
different values of α on interval [0, 5], the numer-
ical results obtained for functions S, I and R are
presented, respectively. In Tables 5, 6 and 7,
the approximate values obtained for S(2.5) and
I(2.5), R(2.5) for α = 1 and different values of
λ, n are shown, respectively. The results show
that when α goes to 1, the approximate solu-
tions go to the approximate solution obtained for
α = 1. Also, Tables 5, 6 and 7 show that with
increasing n, we obtain more accurate approxi-
mate solutions.Tables 8, 9, 10, 11, 12 and 13 show
that with increasing n, and for different values of
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Table 8: The values obtained for I(2.5) and α = 1 for different values of n and λ

λ n = 10 n = 20 n = 25

−1 9.50300025751504153 9.50300025752024391 9.503000257520243916
0 9.50300025751504153 9.50300025752024391 9.50300025752024391
1 9.50300025751504153 9.50300025752024391 9.50300025752024391
2 9.50300025751504153 9.50300025752024391 9.50300025752024391

Table 9: The values obtained for R(2.5) and α = 1 for different values of n and λ

λ n = 10 n = 20 n = 25

−1 10.42945204527095843 10.429452045268398 10.42945204526839817
0 10.429443435608457996 10.42945204526839817 10.4294520452683981717
1 10.42945204527095843 10.42945204526839817 10.429452045268391717
2 10.42945204527095843 10.429452045268398171 10.42945204526839817

Table 10: The Max Error values obtained for α = 0.5 and λ = −1

n = 10 n = 20 n = 30

Max E1
n 1.5× 10−5 4.1× 10−7 2.0× 10−9

Max E2
n 6.7× 10−6 3.1× 10−8 4.4× 10−9

Max E3
n 1.2× 10−5 5.3× 10−7 7.1× 10−9

Table 11: The Max Error values obtained for α = 0.9 and λ = −1

n = 10 n = 20 n = 30

Max E1
n 2.1× 10−6 3.6× 10−9 4.7× 10−12

Max E2
n 5.5× 10−5 4.0× 10−8 1.2× 10−10

Max E3
n 3.2× 10−6 3.3× 10−9 2.2× 10−11

Table 12: The Max Error values obtained for α = 0.5 and λ = 1

n = 10 n = 20 n = 30

Max E1
n 3.4× 10−5 3.9× 10−7 4.1× 10−9

Max E2
n 7.2× 10−6 5.5× 10−8 7.0× 10−9

Max E3
n 5.1× 10−5 6.2× 10−7 1.7× 10−9

Table 13: The Max Error values obtained for α = 0.9 and λ = 1

n = 10 n = 20 n = 30

Max E1
n 5.1× 10−5 1.4× 10−7 1.0× 10−9

Max E2
n 7.0× 10−6 1.3× 10−8 3.2× 10−9

Max E3
n 2.2× 10−5 3.5× 10−7 1.7× 10−9

α, λ we obtain more accurate approximate so-
lutions. In Figs. 1, 2 and 3, the graphs for the
approximate solutions Sn(t) and In(t) and Rn(t)
for n = 15 and various values of are shown, re-

spectively. As it is expected, with the approach
of α to the 1, the graphs of the obtained approx-
imations are also converge to the solution graph
for α = 1. Figs 4, 5 and 6 show the error func-
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tion graphs for n = 25 and, α = 1, λ = 0, for
S(t), I(t), R(t) go to zero.

5 Conclusion

In this paper, a numerical method has been
presented using a Dickson-based collocation
method. Using this method, the differential
deficit differential equation system was converted
to algebraic equations and this resulted in
ease of resolution of the device, thus obtaining
approximate solutions for the deficit model. In
this paper, based on numerical results, it can
be concluded that the Dickson-based collocation
method is a suitable method for solving fractional
differential equations. According to Tables 5, 6
and 7, in the results of the numerical results,
it can be concluded that by increasing n, more
accurate answers are obtained for this model.
As shown in Figs. 1 and 2, with the onset of
antivirus in a computer network, over time, the
number of infected computers and computers
exposed to pollution decreases, and according
to Fig. 3, it can be seen that the number of
computers Recovery initially increases and then,
over time, and the number of infected computers
decreases, the number of recovered computers
is also reduced, and these results are achieved
for all values of 0 ≤ α ≤ 1. Approaching to a
solution is also expected to be α = 1, as shown
in Figs. 1, 2 and 3.
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