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Abstract

This article proposes a fast and accurate expansion-iterative method for solving second kind linear
Volterra integral equations. The method is based on a special representation of vector forms of
triangular functions and their operational matrix of integration. By using this approach, solving the
integral equation reduces to solve a recurrence relation. The approximate solution of integral equation
is iteratively produced via the recurrence relation. This approach does not use any projection method
such as collocation, Galerkin, etc., for setting up the recurrence relation. Some test problems are
provided to illustrate the accuracy and computational efficiency of the method and to show that the
resulting algorithm runs very fast.

Keywords : Numerical solution; Second kind Volterra integral equation; Triangular functions; Vector
forms; Recurrence relation; Operational matrix; Iterative method.
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1 Introduction

D
ue to the importance of functional equations
for modeling of many problems in physical

science and engineering as well as inaccessibility
to an analytical solution for most of them, the nu-
merical methods have been finding an important
role for analysis of such models and obtaining an
approximate solution for them.

Generally, the above mentioned models appear
in form of integral equations, integro-differential
equations, or differential equations. Each of them
may be linear or nonlinear, homogeneous or in-
homogeneous, one-dimensional or higher, and etc.
Moreover, they may appear as a system of func-
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tional equations [5, 13, 11, 9, 14, 16, 8, 10, 15, 1,
2, 3, 4].

This article proposes an expansion-iterative
method for numerical solution of Volterra integral
equation of the second kind. This approach uses
a special representation of the vector forms of tri-
angular functions (TFs) [6]. Using the method,
solving the integral equation reduces to solve a
recurrence relation. The approximate solution is
iteratively produced via the recurrence relation.
A similar work has been done in [12] by using
block-pulse functions (BPFs). However, the al-
gorithm of the BPFs method is time-consuming
with a moderate accuracy. The main goal in the
current article is to overcome these drawbacks.
The advantages of the presented method are as
follows:

[•]The algorithm is simple and clear to use
and can be implemented easily. This ap-
proach does not use any projection method
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such as collocation, Galerkin, etc., for set-
ting up the recurrence relation. The method
is fast and the running times of its algorithm,
even for high degrees of approximation, are
very short. This is due to the fact that this
method uses sampling of functions instead of
integration. Computing the numerical solu-
tion does not need to directly solve any linear
system of algebraic equations and to use any
matrix inversion. The proposed method is
considerably more accurate than the BPFs
method.

We organize this article as follows. A brief re-
view on TFs and their vector forms is provided in
section 2. A special representation of TFs, intro-
duced in [5], is surveyed in section 3. Section 4
presents the expansion-iterative method for nu-
merically solving Volterra integral equations of
the second kind. Section 5 includes some test
problems to confirm the accuracy and computa-
tional efficiency of the proposed approach. The
results obtained by the proposed method will also
be compared with those of the BPFs method.
Moreover, for further evaluation of the computa-
tional efficiency of the method, the running times
of its algorithm as well as those of the BPFs
method will be given there to confirm that the
algorithm of the proposed method runs very fast.
Finally, conclusions will be given in section 6.

2 Review of triangular func-
tions [6]

2.1 Definition

Two m-sets of TFs are defined over the interval
[0, T ) as [6, 5]

T1i(t) =

{
1− t−ih

h , ih ≤ t < (i+ 1)h,

0, otherwise,

T2i(t) =

{
t−ih
h , ih ≤ t < (i+ 1)h,

0, otherwise,

(2.1)

where i = 0, 1, . . . ,m− 1, with a positive integer
value for m. Also, consider h = T/m, and T1i as

the ith left-handed TF and T2i as the ith right-
handed TF.

In this paper, it is assumed that T = 1, so TFs
are defined over [0, 1), and h = 1/m.

From the definition of TFs, it is clear that they
are disjoint, orthogonal, and complete [6]. Also,
we can write

φi(t) = T1i(t) + T2i(t), i = 0, 1, . . . ,m− 1,
(2.2)

where φi(t) is the ith BPF defined as

φi(t) =

{
1, ih ⩽ t < (i+ 1)h,

0, otherwise,
(2.3)

where i = 0, 1, ...,m− 1.

2.2 Vector forms

Consider the firstm terms of left-handed TFs and
the first m terms of right-handed TFs and write
them concisely as m-vectors:

T1(t) = [T10(t), T11(t), ..., T1m−1(t)]
T ,

T2(t) = [T20(t), T21(t), ..., T2m−1(t)]
T ,

(2.4)

where T1(t) and T2(t) are called left-handed
triangular functions (LHTF) vector and right-
handed triangular functions (RHTF) vector, re-
spectively.

2.3 TFs expansion

The expansion of a function f(t) over [0, 1) with
respect to TFs, may be compactly written as

f(t) ≃
m−1∑
i=0

ciT1i(t) +
m−1∑
i=0

diT2i(t)

= cTT1(t) + dTT2(t),

(2.5)

where we may put ci = f(ih) and di = f((i+1)h)
for i = 0, 1, . . . ,m−1. So, approximating a known
function by TFs needs no integration to evaluate
the coefficients.
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2.4 Operational matrix of integration

Expressing
∫ s
0 T1(τ)dτ and

∫ s
0 T2(τ)dτ in terms

of TFs follows [6]:

∫ s

0
T1(τ)dτ ≃ P1T1(s) + P2T2(s),

∫ s

0
T2(τ)dτ ≃ P1T1(s) + P2T2(s),

(2.6)

where P1m×m and P2m×m are called operational
matrices of integration in TFs domain and repre-
sented as follows:

P1 =
h

2


0 1 1 . . . 1
0 0 1 . . . 1
0 0 0 . . . 1
...

...
...

. . .
...

0 0 0 . . . 0

 ,

P2 =
h

2


1 1 1 . . . 1
0 1 1 . . . 1
0 0 1 . . . 1
...

...
...

. . .
...

0 0 0 . . . 1

 .

(2.7)

So, the integral of any function f(t) can be ap-
proximated as

∫ s

0
f(τ)dτ ≃

∫ s

0

[
cTT1(τ) + dTT2(τ)

]
dτ

≃ (c+ d)TP1T1(s)

+ (c+ d)TP2T2(s).

(2.8)

3 A special representation of
TFs vector forms and other
properties [5]

In this section, we survey a special representa-
tion of TFs vector forms that has originally been
introduced in [5]. Then, some characteristics of
TFs are presented based on this definition.

3.1 Definition and expansion

Let T(t) be a 2m-vector defined as [5]

T(t) =

T1(t)

T2(t)

 , 0 ⩽ t < 1, (3.9)

whereT1(t) andT2(t) have been defined in (2.4).
Now, the expansion of f(t) with respect to TFs
can be written as

f(t) ≃ F1TT1(t) + F2TT2(t)

= F TT(t)

= TT (t)F,

(3.10)

where F1 and F2 are TFs coefficients with F1i =
f(ih) and F2i = f((i+1)h), for i = 0, 1, . . . ,m−
1. Also, 2m-vector F is defined as

F =

F1

F2

 . (3.11)

Now, assume that k(s, t) is a function of two
variables. It can be expanded with respect to
TFs as follows:

k(s, t) ≃ TT (s) K T(t), (3.12)

where T(s) and T(t) are 2m1- and 2m2-
dimensional TFs respectively, and K is a 2m1 ×
2m2 TFs coefficient matrix. For convenience, we
put m1 = m2 = m. So, matrix K can be written
as

K =

(K11)m×m (K12)m×m

(K21)m×m (K22)m×m

 , (3.13)

where K11, K12, K21, and K22 can be com-
puted by sampling of function k(s, t) at points si
and ti such that si = ti = ih, for i = 0, 1, . . . ,m.
Therefore,

(K11)i,j = k(si, tj), i = 0, 1, . . . ,m− 1,

j = 0, 1, . . . ,m− 1,

(K12)i,j = k(si, tj), i = 0, 1, . . . ,m− 1,

j = 1, 2, . . . ,m,

(K21)i,j = k(si, tj), i = 1, 2, . . . ,m,

j = 0, 1, . . . ,m− 1,

(K22)i,j = k(si, tj), i = 1, 2, . . . ,m,

j = 1, 2, . . . ,m.

(3.14)
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3.2 Product properties

Let X be a 2m-vector which can be written as
XT = (X1T X2T ) such that X1 and X2 are
m-vectors. Now, it can be concluded that [5]

T(t)TT (t)X ≃ X̃T(t), (3.15)

where X̃ = diag(X) is a 2m×2m diagonal matrix.
Now, let B be a 2m× 2m matrix. We have [5]

TT (t)BT(t) ≃ B̂TT(t), (3.16)

in which B̂ is a 2m-vector with elements equal to
the diagonal entries of matrix B. Moreover, it is
concluded that [5]∫ 1

0
T(t)TT (t) t ≃ D, (3.17)

where D is a 2m× 2m matrix defined as

D =

h
3 Im×m

h
6 Im×m

h
6 Im×m

h
3 Im×m

 . (3.18)

3.3 Operational matrix

Expressing
∫ s
0 T(τ)τ in terms of T(s), and from

Eqs. (2.6), we can write [5]∫ s

0
T(τ)τ ≃ PT(s), (3.19)

where P2m×2m, operational matrix of T(s), is

P =

P1 P2

P1 P2

 , (3.20)

in which P1 and P2 are given by (2.7).
Now, the integral of any function f(t) can be

approximated as∫ s

0
f(τ)τ ≃

∫ s

0
F TT(τ)τ

≃ F TPT(s).

(3.21)

4 Formulation of the proposed
method

Here, by using the mentioned TFs vector forms
and properties, we propose a fast and accurate
expansion-iterative method for numerically solv-
ing Volterra integral equation of the second kind.

Let us consider Volterra integral equation of
the second kind of the form

x(s) +

∫ s

0
k(s, t)x(t)t = f(s), 0 ⩽ s < 1,

(4.22)
where the functions k and f are known but x is
the unknown function to be determined. More-
over, k ∈ L2([0, 1) × [0, 1)) and f ∈ L2([0, 1)).
Also, without loss of generality, it is supposed
that the interval of integration in Eq. (4.22) is
[0, s) and 0 ⩽ s < 1, since any finite interval can
be transformed to this interval by linear maps [7].

From Eq. (4.22), the following iterative process
can be proposed [7]:

x(n)(s) +

∫ s

0
k(s, t)x(n−1)(t)t = f(s), (4.23)

with the initial value (initial guess) x(0)(s).
The recurrence relation (4.23) shows that one

has to carry out analytically the integrals of the
form

∫ s
0 k(s, t)x(n−1)(t)t.

To overcome this, we use TFs and their op-
erational matrix, and produce a recurrence re-
lation based on algebraic operations, multiplica-
tion, and addition of matrices.

Approximating the functions k, f , and x with
respect to TFs, using Eqs. (3.10) and (3.12), gives

k(s, t) ≃ TT (s)KT(t),

f(s) ≃ F TT(s) = TT (s)F,

x(s) ≃ XTT(s) = TT (s)X,

(4.24)

where the 2m–vectors F , X, and 2m×2m matrix
K are TFs coefficients of f , x, and k, respectively.
Note that X in Eq. (4.24) is the unknown vector
and should be obtained.

Substituting (4.24) into (4.23) gives

X(n)TT(s) +

∫ s

0
TT (s)KT(t)TT (t)X(n−1)t

≃ F TT(s).

(4.25)

Using Eq. (3.15) follows

X(n)TT(s) +

∫ s

0
TT (s)KX̃(n−1)T(t)t

≃ F TT(s),

(4.26)

or

X(n)TT(s) +TT (s)KX̃(n−1)

∫ s

0
T(t)t

≃ F TT(s).

(4.27)
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Using operational matrix P in Eq. (3.19) gives

X(n)TT(s) +TT (s)KX̃(n−1)PT(s)

≃ F TT(s),
(4.28)

where KX̃(n−1)P is a 2m× 2m matrix. So, from
(3.16) we have

TT (s)KX̃(n−1)PT(s) ≃ ÛTT(s), (4.29)

in which Û is a 2m-vector with components equal
to the diagonal entries of matrix KX̃(n−1)P .
Combining (4.28) and (4.29) gives

X(n)TT(s) + ÛTT(s) ≃ F TT(s), (4.30)

or

X(n)T + ÛT ≃ F T , (4.31)

and finally

X(n) + Û ≃ F. (4.32)

Computing Û follows

Û
=

h2 

0k
1
,0 x

(n
−
1
)

0
+

k
1
,m

x
(n

−
1
)

m

k
2
,0 x

(n
−
1
)

0
+

k
2
,1 x

(n
−
1
)

1
+

k
2
,m

x
(n

−
1
)

m
+

k
2
,m

+
1 x

(n
−
1
)

m
+
1

...k
m

−
1
,0 x

(n
−
1
)

0
+

k
m

−
1
,1 x

(n
−
1
)

1
+

···
+

k
m

−
1
,m

−
2 x

(n
−
1
)

m
−
2

+
k
m

−
1
,m

x
(n

−
1
)

m
+

k
m

−
1
,m

+
1 x

(n
−
1
)

m
+
1

+
···

+
k
m

−
1
,2
m

−
2 x

(n
−
1
)

2
m

−
2

k
m

,0 x
(n

−
1
)

0
+

k
m

,m
x
(n

−
1
)

m

k
m

+
1
,0 x

(n
−
1
)

0
+

k
m

+
1
,1 x

(n
−
1
)

1
+

k
m

+
1
,m

x
(n

−
1
)

m
+

k
m

+
1
,m

+
1 x

(n
−
1
)

m
+
1

...k
2
m

−
1
,0 x

(n
−
1
)

0
+

k
2
m

−
1
,1 x

(n
−
1
)

1
+

···
+

k
2
m

−
1
,2
m

−
1 x

(n
−
1
)

2
m

−
1


,

(4.33)
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and hence

Û
=

h2 

0
0

0
.
.
.

0
0

0
0

0
.
.
.

0
0

k
1
,0

0
0

.
.
.

0
0

k
1
,m

0
0

.
.
.

0
0

k
2
,0

k
2
,1

0
.
.
.

0
0

k
2
,m

k
2
,m

+
1

0
.
.
.

0
0

...

...

...
...

...

...

...

...

...
...

...

...
k
m

−
2
,0

k
m

−
2
,1

k
m

−
2
,2

.
.
.

0
0

k
m

−
2
,m

k
m

−
2
,m

+
1

k
m

−
2
,m

+
2

.
.
.

0
0

k
m

−
1
,0

k
m

−
1
,1

k
m

−
1
,2

.
.
.

k
m

−
1
,m

−
2

0
k
m

−
1
,m

k
m

−
1
,m

+
1

k
m

−
1
,m

+
2

.
.
.

k
m

−
1
,2

m
−

2
0

k
m

,0
0

0
.
.
.

0
0

k
m

,m
0

0
.
.
.

0
0

k
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+
1
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k
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+
1
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0
.
.
.

0
0
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1
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1
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1

0
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.

0
0
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+
2
,0

k
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+
2
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k
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+
2
,2

.
.
.

0
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+
2
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k
m

+
2
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1
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2
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2

.
.
.

0
0
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...

...
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...

...
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...
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−
2
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k
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k
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.
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0
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1
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−

2
k
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1  

x
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−

1
)

0

x
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−

1
)

1

x
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−

1
)

2

...

x
(
n
−

1
)

2
m

−
1 

.

(4.34)

Replacing (4.34) into (4.32), and substituting
“≃” sign with “=” sign, we obtain the following
recurrence relation:

X(n) = RX(n−1) +Q, for n = 1, 2, 3, . . . ,
(4.35)

in which, the 2m× 2m matrix R and 2m-vector
Q are as follows:

R
=

−
h2 

0
0

0
.
.
.

0
0

0
0

0
.
.
.

0
0

k
1
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0
0
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(4.36)

Now, considering the initial value (initial guess)
X(0) = 0, where 0 is the zero 2m-vector, or
X(0) = Q, and using recurrence relation (4.35),
one may steadily increase the degree of approxi-
mation until convergence is reached to a sufficient
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Table 1: Numerical results for problem 5.1.

s Exact solution Proposed method BPFs method

0 0 0 0.062500
0.1 0.100000 0.099990 0.062500
0.2 0.200000 0.199934 0.187501
0.3 0.300000 0.299803 0.312502
0.4 0.400000 0.399569 0.437503
0.5 0.500000 0.499207 0.562504
0.6 0.600000 0.598644 0.562504
0.7 0.700000 0.697940 0.687504
0.8 0.800000 0.797135 0.812504
0.9 0.900000 0.896286 0.937504

Table 2: Numerical results for problem 5.2.

s Exact solution Proposed method BPFs method

0 1.000000 1.000000 0.998699
0.1 0.990050 0.989140 0.990933
0.2 0.960789 0.960254 0.952998
0.3 0.913931 0.913476 0.923699
0.4 0.852144 0.851663 0.847692
0.5 0.778801 0.778898 0.754026
0.6 0.697676 0.697636 0.702870
0.7 0.612626 0.612840 0.596596
0.8 0.527292 0.527638 0.543244
0.9 0.444858 0.445434 0.439992

Table 3: Running times of the algorithms in seconds.

m Problem 5.1 Problem 5.2

Proposed method BPFs method Proposed method BPFs method

8 0.0156 0.1872 0.0156 0.1872
16 0.0156 0.6084 0.0156 0.6084
32 0.0468 2.4024 0.0468 2.3556
64 0.0780 9.1885 0.0780 9.0481
128 0.1404 36.598 0.1404 36.052
256 0.2808 146.77 0.2808 143.38
512 1.1856 591.26 1.1544 581.59
1024 6.4896 2376.4 6.3336 2341.5

accuracy. To do this,

∥X(n) −X(n−1)∥< ε

or
∥X(n) −X(n−1)∥

∥X(n)∥
< ε

, for arbitrary small ε, may be considered as
stopping condition, where ∥.∥ is an arbitrary
vector norm. Then, an approximate solution
x(s) ≃ XTT(s) can be computed for integral
equation (4.22).

5 Numerical results

In this section, by using the proposed numeri-
cal method, we solve some test problems. The
approximate results obtained by the method are
also compared with the exact solutions and the
results of BPFs method presented in [12]. More-
over, the running times associated with both
methods are given. It should be mentioned that
all the computations associated with the methods
are performed using Matlab software on a laptop
having the Intel 2.10 GHz processor.
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5.1 Test problems

Two problems are solved here. The exact and
approximate results for these problems are calcu-
lated at ten points s = 0, 0.1, 0.2, . . . , 0.9.

1.2.3.4.5. Corollary 5.1 [12]Let us consider the following
Volterra integral equation of the second kind:

x(s) +

∫ s

0
(st2 + s2t)x(t)t = s+

7

12
s5, (5.37)

with the exact solution x(s) = s. Table 1 gives
the numerical results for m = 8.

Corollary 5.2 [12] For the following Volterra
integral equation of the second kind:

x(s) +

∫ s

0
stx(t)t = e−s2 +

s(1− e−s2)

2
, (5.38)

with the exact solution x(s) = e−s2, Table 2 shows
the results for m = 16.

Referring to the numerical results given in Ta-
bles 1 and 2, it is obvious that the proposed
method in this article is more accurate than the
BPFs method.

5.2 Running times

For further evaluation of the computational effi-
ciency of the proposed method, the running times
of its algorithm as well as those of the BPFs
method are given here. Table 3 gives the run-
ning times of both algorithms in seconds which
clearly show that the algorithm of the proposed
method runs very fast in comparison with that of
the BPFs method.

6 Conclusion

A numerical method was proposed for solving
second kind Volterra integral equations based on
vector forms and a special representation of tri-
angular functions. We saw that this approach
without applying any projection method trans-
forms the integral equation to a recurrence rela-
tion. The accuracy and computational efficiency
of the method was checked on some test prob-
lems. The results showed that the method runs
very fast and has a good accuracy.
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