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Abstract

This article presents a proficient non-dominated sorting genetic algorithm (NSGA-II) for resolving the
redundancy allocation problem (RAP) in series-parallel systems. The system comprises of subsystems
arranged in series, where components are employed in parallel for each subsystem. The system
and its subsystems can solely take two states of full working condition and complete failure. To
accomplish the desired reliability, identical redundant components are incorporated. The subsystems’
components, selected from a list available in the market, are distinguished by their cost, weight, and
reliability. To achieve the optimal combination of the number of components for each subsystem, the
mathematical formulation for the maximal reliability and minimal cost of the system configuration
under the cost constraint is initially acquired. A modified NSGA-II is then proposed to solve the
model, which integrates a heuristic method of generating a primary solution to obtain better solutions.
Additionally, the algorithm uses the design of an experiment approach to calibrate its parameters.
Finally, numerical examples are used to validate the solution and evaluate the proposed methodology’s
performance under different configurations, and to compare the performance with that of two other
meta-heuristic algorithms. The experiment results generally favor the proposed solution algorithm.

Keywords : Reliability; Redundancy allocation problem; Series-parallel systems; Heuristic methods;
Hybrid algorithm.

—————————————————————————————————–

1 Introduction

T
he redundancy allocation problem (RAP) is
a well-known optimization problem in engi-

neering, operations research, and reliability en-
gineering. It involves determining the optimal
number and placement of redundant components
in a system to maximize the system’s reliabil-
ity while minimizing the total cost of the com-
ponents. The problem arises in situations where
a system’s failure may have severe consequences,
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such as in safety-critical systems or in mission-
critical systems.

RAP has been studied extensively in the litera-
ture, and various methods have been proposed to
solve it. One common approach is to use math-
ematical programming techniques, such as lin-
ear programming, mixed-integer programming,
or nonlinear programming, to formulate the prob-
lem as an optimization problem. Meta-heuristic
algorithms, such as genetic algorithms, simulated
annealing, and tabu search, have also been pro-
posed to solve the RAP.

RAP has numerous applications, including the
design of safety-critical systems in aerospace, de-
fense, and nuclear power plants, as well as in
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the design of reliable computer networks, com-
munication systems, and transportation systems.
The redundancy allocation problem (RAP) is a
complex combinational optimization problem, in
which the goal is to determine the optimal com-
bination of the components of a system to max-
imize the reliability under cost and weight con-
straints. This problem has many applications in
industries. Electronic systems, power stations,
manufacturing production systems, and the like
are some examples of RAP applications.

In a binary system reliability framework, both
the system and its subsystems can only take
two possible states of ”completely working” and
”completely failed.” In this research, a binary
system is considered in which the subsystems
are designed to work in series-parallel frame-
work. In a series-parallel structure, the sys-
tem consists of subsystems in series where for
each subsystem multiple components are used in
parallel. The configuration of such a system is
depicted in Fig 1, where there are N subsys-
tems in series (Si ; i = 1, 2, ..., N), each having
ni ; i = 1, 2, ..., Ncomponents in parallel. Chern

Figure 1: A series-parallel system

[1] showed the RAP is a strongly NP-hard prob-
lem. Moreover, many researchers using differ-
ent approaches and techniques have studied RAP
for binary–state series-parallel systems. Kulturel-
Konak et al. [2] used a tabu search meta-heuristic
algorithm to provide solutions to the system relia-
bility optimization problem of redundancy alloca-
tion, Kuo and Prasad [3] provided an overview of
the methods that have been developed since 1977
for solving various reliability optimization prob-
lems; applications of these methods to various
types of design problems; and heuristics, meta-
heuristic algorithms, exact methods, reliability-
redundancy allocation, multi-objective optimiza-

tion and assignment of interchangeable compo-
nents in reliability systems, and Tillman et al.
[4] presented a review of the current redundancy
and reliability allocation literature.

While there are some exact algorithms avail-
able in literature to solve RAP (for example dy-
namic programming approach of Kuo et al. [5],
branch and bond algorithm (B&B) algorithm of
Kuo et al. [5] and Ha and Kuo [6]), the liter-
ature of meta-heuristic is very rich in this re-
gard [7, 8, 9, 10, 11]. Ouzineb et al. [12] de-
veloped an efficient tabu search (TS) heuristic
to solve the binary redundancy allocation prob-
lem for multi-state series–parallel systems, Lev-
itin and et al. [13] used genetic algorithm to solve
a redundancy allocation problem to multi-state
systems where the system and its components
have a range of performance levels-from perfect
functioning to complete failure and Nahas et al.
[14] applied a ant colony optimization and the de-
graded to solve ceiling algorithm for the redun-
dancy allocation problem of series–parallel sys-
tems.

In this paper, an approach is proposed for
the multi objective redundancy allocation prob-
lem of binary-state series-parallel systems that
is more applicable in real-world environments.
More specifically, the versions of the selected com-
ponents along with their redundancy (i.e., num-
ber of components for different subsystems) are
the two factors that usually affect the system re-
liability. To the best of authors’ knowledge, these
factors have not been simultaneously utilized in
RAP of binary-state series-parallel system relia-
bility. In this research, the aforementioned fac-
tors are used simultaneously to model the re-
liability of binary-state series-parallel systems.
Furthermore, NSGA-II algorithm integrated with
a primary-solution-generation heuristic is devel-
oped to solve the model. NSGA-II was first in-
troduced by Deb et al. [15] where was employed
in many fields in recent years (e.g., in facility loca-
tion problem [16] and [17], in scheduling problem
[18] and [19] etc).

In [20] a redundancy allocation problem for series-
parallel systems is modeled in which components
in each subsystem can be in different types. Also,
a PSO is applied to solve the model where inte-
grated with a heuristic.

Among the papers that have been done in re-
cent years on the redundancy allocation prob-
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lem (see [21, 22, 23]) we can mention the study
of Dobani et al. [24]. They introduced a new
MINLP model for the redundancy-reliability al-
location problem and used a meta-heuristic al-
gorithm called stochastic fractal search (SFS) to
solve it. Ouyang et al. [25] also used an im-
proved PSO algorithm to solve the redundancy-
reliability allocation problem by considering het-
erogeneous components.
In our paper, we model a redundancy allocation
problem for series-parallel systems such that com-
ponents in each subsystem are identical.
In this research, a meta-heuristic multi-objective
optimization algorithm has been combined with
an innovative method of generating efficient ini-
tial solutions. In this regard, in order to achieve
better convergence of the NSGA-II algorithm to a
good solution, a local search heuristic procedure
is proposed in this research.

The organization of the rest of the paper fol-
lows. In the next Section, the mathematical for-
mulation of the problem is given. The modified
NSGA-II algorithm comes in Section 3. Section
4 contains the parameter calibration of the al-
gorithm along with validation and performance
evaluation. Finally, we conclude the paper in Sec-
tion 5.

2 Problem Formulation

The problem assumptions, notations, and the
model development come in this Section as fol-
low.

2.1 Assumptions

The considered assumptions in this research are:

1. Reliability, weight, and cost of all compo-
nents are deterministic and known

2. There is no supply constraint for the compo-
nents

3. Failed components are not repairable

4. The number of subsystems is fixed.

For a broader applicability of the model, the
components are chosen from a list that is avail-
able in the market. Moreover, all components
of a subsystem are selected from a similar type
(brand). This is a common practice in real-world

RAP. We further assume all redundancies are ac-
tive and switching between components is per-
formed perfectly.

2.2 Notations

The notations that are used in the rest of the
paper are as follows:

Si: The subsystems in series (i = 1, 2, ..., N)

ni: Total number of component types available
for subsystem i

xij: Number of j th component type used for i th

subsystem (j = 1, 2, ..., ni)

cij: Cost of j th component type in i th subsystem

C: Total system cost

wij: Weight of j th component type in the i th

subsystem

W : Total system weight

rij: Reliability of j th component type in the i th

subsystem

R: System reliability

Li: Minimum number of components that can
be used in parallel for i th subsystem

Ui: Maximum number of components that can
be used in parallel for i th subsystem

2.3 The mathematical model

Based on the assumptions and notations, the
mathematical formulation of the series-parallel
system can be expressed as follows:

Max R =
N∏

i = 1
∀j : xij ≥ 1

(
1− (1− rij)

xij
)

s.t.
N∑
i=0

ni∑
j=0

wijxij ≤ W (2.1)

N∑
i=0

ni∑
j=0

cijxij ≤ C (2.2)

Li ≤
ni∑
j=0

xij ≤ Ui (2.3)
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The objective function is to maximize the system
reliability, where constraint (2.1) implies that the
total weight of the designed series-parallel system
should be less thanW . Constraint (2.2) expresses
an upper bound on the total cost and the min-
imum and maximum redundancy limitations for
each subsystem are shown in constraint (2.3).

Sine the mathematical model of the problem is
strongly NP-hard [1], in the next Section a meta-
heuristic algorithm is developed to solve it.

3 The proposed modified
NSGA-II algorithm

In most RAP problems, due to complexity of
model and number of numerous constraints, it
cannot apply exact approaches to solve these
problems.

In this work, a redundancy allocation problem
is proposed where use NSGA-II and NRGA to
solve it.

3.1 The proposed NSGA-II

NSGA-II is modified version which has a bet-
ter sorting algorithm, incorporates elitism and
no sharing parameter needs to be chosen a pri-
ori. NSGA-II is a MOEA method that first in-
troduced by Deb et al. [10] with using pareto
dominance solutions where is a computationally
efficient algorithm implementing the idea of a se-
lection method based on classes of dominance of
all the solutions. The original NSGA-II algorithm
is consisting of five operators: initialization, con-
strained non-dominated sorting, crossover, muta-
tion and the elitist crowded-comparison operator.
In this paper some of the details of these steps are
outlined below.

3.1.1 Initialization

A particle refers to a point in the designed space
that changes its position from one move (itera-
tion) to another, based on exploration velocity
updates. The type of particles is associated with
the number of variables involved in a problem.
In this research, there are ni decision variables
(xij) for subsystem i. As a result, each parti-

cle is represented by a
∑N

i=1 nidimensional array
shown in Figure 2, where for example, the first

n1 components represent the number of the par-
alleled components of different types for the first
subsystem.

x11 x12 ... x1n1 ... xN1 xN2 ... xNnN

Figure 2: A particle representation

3.1.2 Fast non-dominated sorting

In this step, we compare R population that gen-
erated in previous step and sort them based
on non-dominated fronts concept. In here, all
chromosomes in the first non-dominated front
are found. In order to find the chromosomes
in the next non-dominated the solutions of the
first front are discounted temporarily and the
above procedure is repeated. In the worst case,
the task of finding the second front also re-
quires O(MR2)computations, particularly when
O(R)number of solutions belong to the second
and higher non-dominated levels. M is the num-
ber of objectives and R is the population size [10].

3.1.3 Crowding distance

To get an estimate of the density of solutions sur-
rounding a particular solution in the population,
we calculate the average distance of two points on
either side of this point along each of the objec-
tives [10]. Consider a number of non-dominated
solutions in F of the size Z and a number of ob-
jective functionsfk, k = 1, 2, ...,Mare given. Sup-
pose dior djbe the value of crowding distance on
the solution i or j. The crowding distance can
calculate as following steps:

Set di = 0 for i = 1, 2, ..., Z

For all objective functions fk,
k = 1, 2, ...,Mascending sort the set.

For end solutions in each front, value of crowding
distances i.e. d1and dZequal d1= dZ=∞.

For j = 2 to (Z-1), value of crowding distances
calculates as dj= dj+(fkj+1

−fkj−1
).

3.1.4 Crowding selection operator

In order to compare two solutions x and y,
crowded tournament selection operator ≻ is de-
fined in which select two solutions randomly every
time and do this process for R population. Two
solutions x and y compare in following condition.
If occur, one of following conditions then solution
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x is better another solution. (2.1) If the domi-
nation rank of solution x is smaller than the one
of solution Y, or (2.2) their domination ranks are
equal, and the crowding distance of solution x is
larger than the one of solution y. So, the NSGA-II
comparison criteria can be written as follows:
If rx< ryor rx= ry and dx> dythen x ≻ y

3.1.5 Genetic operators

Genetic operators for this research are as follow-
ing descriptions.

In this paper, the crossover operator is as fol-
lows. Let PCbe crossover probability and r1be a
random number between 0 and 1. For R popu-
lation if r1be less of PCthen select the chromo-
some. Suppose two parents V1 and V2 is selected
randomly for crossover operator. Therefore, the
crossover operator to product offspring is as fol-
lows:

V
′
1= λ.V 1+(1− λ).V 2 (3.4)

V
′
2= (1− λ).V 1+λ.V 2 (3.5)

Where V
′
1 and V

′
2are offspring and λ is a random

number between 0 and 1.
A polynomial mutation for k-th selected chromo-
some for mutation operator is formulated based
on [26] as:

V
′
k= V k+(V u

k−V l
k)δk (3.6)

In equation (3.6) V
′
k is the child and Vkis the par-

ent withV u
k being the upper bound on the parent

component, V l
k is the lower bound and δkis small

variation which is calculated from a polynomial
distribution by using:

δk =

{
(2rk)

( 1
ηm+1

) − 1 r
k
< 0.5

1− [2(1− rk)]
( 1
ηm+1

)
r
k
≥ 0.5

(3.7)

r
k
is a random number between (0, 1) and ηm is

mutation distribution index?

3.1.6 Recombination and Selection

The offspring population is combined with the
current generation population and selection is
performed to set the individuals of the next gen-
eration. Since all the previous and current best
individuals are added in the population, elitism
is ensured. Population is now sorted based on
non-domination [15].

Figure 3: pseudo code of the heuristic procedure

3.1.7 A heuristic to initialize chromo-
somes

In order to achieve better convergence of the
NSGA-II algorithm to a good solution, a local
search heuristic procedure is proposed in this re-
search. In this procedure, for each type of com-
ponent, we first generate an integer number be-
tween Li and Ui, randomly. Then, based on the
generated numbers, the reliabilities of the corre-
sponding subsystems are calculated. Next, the
j th component type with the maximum reliabil-
ity is selected. The pseudo code of the heuristic
procedure is given in figure 3.

Since RAP is a constrained optimization prob-
lem and search can benefit from infeasible solu-
tions [27], an adaptive penalty function P (x)is
used to penalize infeasible solutions. This func-
tion employs the notion of a near-feasibility
threshold for the constraints as proposed in [28].
In the RAP problem at hand, constraints are the
total system weight and the total system cost.
As a result, in this research the adaptive penalty
functions are defined as [20]:

F (x) = P (x)×R(x) (3.8)

P (x) = Min

(
1,

C

C(x)

)α

×Min

(
1,

W

W (x)

)β

(3.9)
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where F (x)is the fitness of solution x, R(x)is
the overall reliability of the solution x, C(x)and
W (x)are, respectively, the cost and the weight of
solution x, and α and β are the penalty factors.

4 Experimental results and dis-
cussion

In order test of the problem model, we gener-
ate an example for a system with 20 subsystems
where each subsystem has 4 types. Table 1 show
input data for the example in which second, third
and fourth column are cost, weight, and reliabil-
ity of each type for each subsystem respectively
and fifth column is maximum number of compo-
nents that can be used in parallel for each sub-
system. The problem has a weight constraint
that in this example we test the model for dif-
ferent amounts of total system weight W. Weight
amounts change between 100 to 250.

Table 1: Input data

i ci1, ..., ci4 wi1, ..., wi4 ri1, ..., ri4 Ui

1 3, 5, 6, 10 9, 7, 4, 1 .92, .90, .91, .92 7

2 2, 5, 7, 10 10, 6, 5, 3 .92, .90, .92, .91 8

3 1, 5, 7, 9 9, 6, 4, 1 .91, .93, .93, .92 6

4 1, 5, 7, 9 9, 7, 5, 3 .93, .93, .92, .90 5

5 1, 5, 6, 9 10, 7, 4, 2 .93, .91, .90, .91 6

6 2, 4, 7, 9 8, 7, 5, 1 .91, .90, .90, .92 6

7 1, 5, 6, 9 10, 7, 4, 3 .93, .90, .90, .90 5

8 2, 5, 7, 9 8, 7, 5, 3 .92, .92, .91, .92 6

9 1, 4, 6, 8 8, 7, 5, 2 .90, .91, .93, .90 8

10 1, 5, 7, 9 10, 7, 5, 1 .93, .91, .92, .91 7

11 1, 4, 6, 9 10, 6, 4, 2 .93, .93, .90, .91 5

12 1, 5, 7, 8 9, 6, 4, 1 .90, .93, .90, .90 8

13 1, 4, 6, 10 9, 6, 4, 1 .93, .90, .91, .92 7

14 2, 5, 6, 9 10, 6, 5, 1 .93, .92, .91, .91 5

15 2, 4, 6, 9 8, 7, 5, 3 .93, .93, .91, .91 6

16 2, 4, 6, 10 9, 6, 4, 3 .91, .90, .93, .91 5

17 2, 5, 7, 9 10, 6, 4, 3 .90,.90,.92,.92 7

18 1, 5, 6, 9 8, 7, 5, 2 .91,.92,.90,.91 5

19 3, 5, 7, 8 8, 6, 4, 3 .92,.90,.90,.93 6

20 1, 5, 6, 8 9, 7, 5, 2 .91,.91,.90,.93 5

The NSGA-II was coded in MATLAB software
and run on a Pentium IV 2.5 GHz of Core two
Due CPU and 3 GB of RAM in windows XP pro-
fessional. To tuning parameters of NSGA-II and
getting proper amounts, NSGA-II run frequently,
and parameters adjust as manually. So, parame-
ter values of NSGA-II are as: population size is
100, number of generations is 200, crossover prob-
ability (PC) is 0.9 and mutation probability (Pm)
is 0.1. To solving the example, NSGA-II runs

for weight amounts 250, 220, 190, 160, 130 and
100. Figures 4 to 6 display optimal pareto solu-
tions of two goals where to simplicity, In Figs 4 to
6, it clear that with increase W, more solutions
are in left corner of pareto front. But with de-
crease W, aggregation of pareto solutions will be
in right corner of pareto front where optimal cost
value has decreased. Also, to more understand
how production solutions, a goal of the problem
i.e., maximization availability is considered. To
solve the one objective problem, particle swarm
optimization (PSO) algorithm that proposed by
Beji et al. [20] is used where integrated with the
mentioned heuristic algorithm to generating pri-
mary solutions and product a modified PSO al-
gorithm. Table 2 show results of modified PSO
algorithms in which to display accuracy it, results
of hybrid PSO (HPSO) and TS are used. Results
of Table 2 show that modified PSO algorithm is
an efficient algorithm to solve the one objective
problem. Table 3 give solutions of modified algo-
rithms to different amounts W and C where first
and second columns are amounts W and C re-
spectively. In each row of the configuration part
an array (a, b, c, d)corresponds to the number of
the first, the second, the third, and the fourth
type of a component used in a subsystem. For
example, the configuration (0, 0, 3, 0)means that
three components of the third type are used for
a subsystem, while none of the other types used.
Figures 4, 5 and 6 show the final non-dominant
solution set for the maximum allowed weights of
250, 220 and 190 respectively.
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Table 2: Comparison availability of the algorithms

i W C PSO GA TS

1 100 100 0.22812 0.21432 0.21893
2 100 130 0.30931 0.30931 0.30931
3 100 160 0.41049 0.39807 0.40761
4 100 190 0.43454 0.43892 0.43501
5 100 220 0.65565 0.64976 0.64765
6 100 250 0.71826 0.7195 0.71204
7 130 100 0.51335 0.50908 0.51412
8 130 130 0.83834 0.81708 0.82476
9 130 160 0.89058 0.8876 0.88689
10 130 190 0.94034 0.94525 0.94252
11 130 220 0.98336 0.97861 0.98426
12 130 250 0.98336 0.98046 0.98426
13 160 100 0.98225 0.97654 0.97872
14 160 130 0.98225 0.97861 0.9834
15 160 160 0.98225 0.97861 0.9834
16 160 190 0.99531 0.98904 0.99128
17 160 220 0.99102 0.99356 0.99128
18 160 250 0.99202 0.99356 0.99128
19 190 100 0.97655 0.96703 0.97215
20 190 130 0.97655 0.97342 0.97531
21 190 160 0.98056 0.97672 0.97703
22 190 190 0.99543 0.98989 0.98655
23 190 220 0.99663 0.99321 0.98975
24 190 250 0.99819 0.99432 0.99875
25 220 100 0.97892 0.97915 0.97231
26 220 130 0.98232 0.98173 0.98341
27 220 160 0.98809 0.9867 0.98726
28 220 190 0.99589 0.98867 0.9912
29 220 220 0.99772 0.99793 0.99436
30 220 250 0.99796 0.99801 0.99785
31 250 100 0.98715 0.98788 0.98715
32 250 130 0.98715 0.98788 0.98715
33 250 160 0.99673 0.9943 0.99322
34 250 190 0.99918 0.99458 0.99487
35 250 220 0.99978 0.99815 0.99768
36 250 250 0.99978 0.99856 0.99997
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Table 3: The PSO results

W
C

R
C
o
n
fi
g
u
ra
ti
o
n

1
0
0

1
0
0

0
.2
2
8
1
2

0
0
1
0
|0
1
0
0
|0
1
0
0
|1
0
0
0
|0
1
0
0
|1
0
0
0
|0
0
1
0
|0
0
0
1
|1
0
0
0
|0
1
0
0
|0
0
1
0
|0
0
1
0
|0
0
1
0
|0
0
1
0
|0
0
1
0
|0
1
0
0
|0
0
1
0
|0
0
1
0
|0
0
1
0
|1
0
0
0
|

1
0
0

1
3
0

0
.3
0
9
3
1
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0
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0
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1
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0
1
0
|0
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0
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0
0
1
|0
0
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1
0
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1
0
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0
0
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0
0
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0
0
1
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1
0
0
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0
0
1
|0
0
0
1
|

1
0
0

1
6
0

0
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1
0
4
9

0
0
0
1
|0
0
1
0
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0
1
0
|0
1
0
0
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0
0
0
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0
0
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0
1
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0
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Figure 4: Pareto front W = 250

Figure 5: Pareto front W = 220

5 Conclusion

In this paper, a series-parallel redundancy allo-
cation problem with the goal of maximizing the
total system reliability was considered. The reli-
abilities of all components within all subsystems
were known and the total system cost and weight
were bounded. In this problem, while each com-
ponent could be supplied in different brands, all
components were assumed identical within a spe-
cific subsystem.

The mathematical formulation of the problem
was first derived. Then, a parameter-tuned, in
which a local search heuristic was integrated to
find better solution, was employed manually to
solve the model in different scenarios of weights
and costs. A NSGA-II algorithm used to solve
multi-objective RAP where the objective was
maximization availability and minimization cost.

Figure 6: Pareto front W = 190

Also, a modified PSO algorithm applied to solve
the one objective problem in which goal was max-
imization availability. Finally, the performance of
the proposed algorithm was evaluated using dif-
ferent problem instances and the solutions were
compared to the ones obtained using two other
meta-heuristic algorithms. The results were gen-
erally in favor of the proposed algorithm.

Although this study concentrated on series–
parallel structures, the model can be easily ex-
tended for other system structures such as star,
circular, etc. This investigation is one of the au-
thors’ plans for future work. The idea of solving
the problem using other algorithms will be in-
vestigated in our future work as well. Also, for
further studies, non-identical components can be
allocated to each subsystem. Also adding more
constraint make the problem more realistic. Us-
ing other Meta-heuristic algorithms is another
suggestion.
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