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 چکیده

 روند. در کشسانی مقیاسها به شمار میوضوعات مهمی در تحلیل پوششی دادهبازده به مقیاس و کشسانی مقیاس م

ای بردارهای ورودی به صورت کمی مورد نظر است. در های خروجی نسبت به تغییرات حاشیهارزیابی پاسخ بردار

طلوب مانند مطالبات معوق در های نامهای مطلوب، خروجیتولیدی و اقتصادی علاوه بر خروجیهای اغلب فعالیت

-ها و با حضور خروجیقیاس انتخابی بر مبنای قیمت دادهشوند. در این مقاله روی اندازه کشسانی مها ایجاد میبانک

ا و هشود که بین ورودیهای ناطلوب تعیین میر خروجینامطلوب تمرکز شده است. در اینجا با تغییر جزئی دهای 

های نامطلوب انتخاب شوند. در انتها برای نمایش یک به عنوان پاسخ تغییر در خروجیهای مطلوب کدام خروجی

های استانی در ایران به کار برده شده بانکهای واقعی یکی از ب تئوری پیشنهادی، مدل برای دادهکاربرد چارچو

 است.
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 . مقدمه4

 باشد که به تحلیلپرکاربرد علم تحقیق در عملیات میهای مهم و یکی از زیرشاخه (DEA)ها تحلیل پوششی داده

 پردازد. در حقیقتهای مختلف اقتصادی میو فعالیت سیستم (DMU)گیرنده و ارزیابی عملکرد واحدهای تصمیم

ریاضی است که هدف آن بررسی و مقایسه  ریزیبرنامه ها یک روش غیرپارامتری مبتنی برتحلیل پوششی داده

که مرز تقریبی تابع تولید بر اساس  عملکرد واحدهای متجانس شامل چندین ورودی و خروجی است. به این صورت

ا ارزیابی عملکرد واحدها صورت هداده های تحلیل پوششیمدل ( تعیین و با توجه بهPPSمجموعه امکان تولید )

 گیرد. می

است که در دو دهه اخیر توجه بسیاری از  هاتحلیل پوششی دادههای نامطلوب یکی از مباحث مهم در خروجی

ی ای نظیر گاز دا در نیروگاه برق، گازهای گلخانههمطالبات معوق بانک، آلاینده محققین را به خود جلب کرده است.

ند. شوهای نامطلوب شناخته میمواردی هستند که تحت عنوان خروجیاکسید کربن و دی اکسید سولفور از جمله 

شوند و افزایش چنین فاکتورهایی میهای مطلوب تولید های نامطلوب به موازات خروجیروجیآن جایی که خاز 

رد نیاز است که امکان روشی موزیان اقتصادی و زیست محیطی را به همراه دارند برای جلوگیری از این مشکل 

 . های مطلوب را به طور هم زمان فراهم نمایدهای نامطلوب و افزایش خروجیکاهش خروجی

ها گذاشت. چنین تبادلاتی بین ورودی در فرایند تولید، تغییر یک پارامتر تصمیم روی یک یا چند پارامتر اثر خواهد

انی ای جایگزین و کشسکند. بنابراین تخمین نرخ حاشیهفراهم میگیرندگان ها اطلاعات مهمی برای تصمیمو خروجی

های ت در یک یا چند داده بر روی دادهامکان محاسبه اثر تغییرازیرا  مقیاس مسائل مهمی در تئوری تولید هستند

لذا  .دهد. از طرفی هدف فعالیت اقتصادی به دست آوردن تولید هر چه بیشتر از منابع موجود استدیگر را به ما می

عش را برای مناب ای که یک بنگاه اقتصادی وقتیند. هزینهباشمند به مساله هزینه تولید میقهاقتصاددانان اصولا علا

ها  DMUگیری کارایی برای ، اندازههامدل کلاسیک تحلیل پوششی دادهشود. در برد، متحمل میتولید به کار می

ی هاهایی برای دادهها وزن، قیمت یا اولویتد. اما در بعضی موقعیتهای ورودی و خروجی بوتنها بر مبنای داده

سازد. ها را فراهم میتر دادهطلاعات امکان تجزیه و تحلیل دقیقن نوع اشود. ایورودی و خروجی در نظر گرفته می

آید که علاوه بر اینکه به تولید بیشترین خروجی با مصرف کمترین به میان میدر این زمینه بحث کارایی تخصیصی 

 پردازد. ها نیز میبه انتخاب ترکیب درستی از ورودی ورودی دلالت دارد

گیری مدیران یک سازمان از اهمیت خاصی ها برای تصمیمیاری موارد، لحاظ کردن قیمت دادهبس با توجه به اینکه در

ده کی نتایج به دست آمها و با استفاده تنها کارایی تکنیهای ورودیده و با در نظر نگرفتن قیمت دادهبرخوردار بو

گیری کارایی واحدهای تحت ارزیابی، ندازهد. لذا در این مقاله برای اگیری، مطلوب و مفید نخواهد بوبرای تصمیم

ه ها در نظر گرفته شده است. از طرفی با توجهعلاوه بر کارایی تکنیکی، کارایی تخصیصی به دلیل حضور قیمت داد

باشد که تاثیر آن سازمان میهای لی مدیران به حداقل رساندن هزینهبه اینکه در هر سازمان یکی از اهداف مهم و اص

های های نامطلوب در روند تولید خروجیو همچنین گاهی حضور خروجی در سوددهی مجموعه داردمستقیمی 

باشد، لذا با توجه به اهمیت موضوع فوق و مطالعات کمی که در این زمینه صورت ناپذیر میمطلوب امری اجتناب

نامطلوب،  هایو با حضور خروجیهای ورودی هزینه واحدها با حضور قیمت داده گرفته در این مقاله ابتدا کارایی

شود. چون کشسانی مقیاس برای واحدهای کارا قابل محاسبه است، شود و واحدهای کارا مشخص میمحاسبه می

ای هبا تغییر خروجی شود. سپس در مدل پیشنهادیها روی مرز در نظر گرفته میبرای واحدهای ناکارا نقاط تصویر آن

یک از  کدامشود که د در دنیای واقعی باشد، تعیین میزدیک به یک که قابل کاربرای کوچک و ننامطلوب به اندازه

های مطلوب و به چه میزان مستلزم تغییر هستند که در نهایت کمترین هزینه حاصل شود. ها یا خروجیورودی
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ایان، پو در ها از طریق معکوس کشسانی نوشته شده دهسپس به کمک دوال مدل، فرمولی برای محاسبه کشسانی دا

های استان اعمال و نتایج مورد تحلیل و بررسی قرار گرفته های واقعی یکی از بانکمدل پیشنهادی بر روی داده

 است.

از این رو، ساختار مقاله به این صورت است که در بخش دوم مروری بر مفاهیم کشسانی مقیاس و کارایی هزینه 

شود. بخش چهارم در حضور عوامل نامطلوب ارائه می انی مقیاسخواهیم داشت. در بخش سوم مدل پیشنهادی کشس

یری و گشود. سرانجام در بخش پنجم نتیجههای استان پرداخته میبر روی یکی از بانکبه تحلیل مدل پیشنهادی 

 شود.ایی برای تحقیقات آینده ارائه میپیشنهاده
 

 . ادبیات موضوعي2

ها از اهمیت خاصی برخوردار بوده است. این کشسانی در تحلیل پوششی دادههای اندازه همواره تعریف و محاسبه

های کشسانی ه در آنها تعریف و محاسبه اندازهشود، نقاطی کچندان می اهمیت و توجه در نقاط حدی مرز کارا دو

های ن مدلمطرح شد که در آ  ]0 [1کشسانی مقیاس اولین بار توسط بنکر های قابل توجهی روبروست.با دشواری

با ارجاع به مرز تولید کارا به کار  DMUهای مقیاس و تکنیکی سراسری یک ریزی خطی برای تخمین کاراییبرنامه

نیز برای  به دست  ]0[و فرساند و همکاران  ]3[ 5و هالمارسون 0، فرساند]1[ 3گرفته شد. پس از آن بنکر و ترال

 0تقیم کارهایی انجام دادند. روش دیگری که توسط ریوونوژکومسلی برای کشسانی مقیاس به روش غیرآوردن فرمو

انجام شد، روش مستقیم برای محاسبه کشسانی مقیاس بود که این روش  ]0[و فرساند و همکاران  ]5[و همکاران 

 مستقیم دارد.مزایای محاسباتی نسبت به روش غیردهد اما ل مشخصی برای کشسانی مقیاس نمیفرمو

مستقیم به ساخت فرمول کشسانی مقیاس پرداخته و فرمول را از روش غیر ]8[و همکاران  8پودینووسکیپس از آن 

قیاس به صورت اثر تغییر همچنین به بررسی کشسانی م ]7[به حالات کلی تعمیم دادند. پودینووسکی و فرساند 

و  7مرز کارا پرداختند. سپس آتیسی ها در هر نقطه ازای از خروجیها روی دستهها و خروجیای از ورودیمجموعه

به کار برده و  (CRS)را در تکنولوژی با بازده به مقیاس ثابت  ]7[روش پودینوسکی و فرساند  ]0[پودینوسکی 

روی تابع فاصله  ]06[ 0های خطی مورد نیاز برای محاسبه اندازه کشسانی را نوشتند. پس از آن زلیناکفرمول برنامه

کار  DEAپارامتریک روی کشسانی مقیاس در روش غیر ]00[ 00و تون 06یاس و ساهوجهتی برای کشسانی مق

و ریوونوژکو  های ثابتنی مقیاس در حضور ورودیبه محاسبه کشسا ]01[کردند. همچنین کاظمی متین و میرجابری 

تجزیه  ]05[شعاعی پرداختند. ساهو و همکاران های شعاعی و غیربه بررسی کشسانی در مدل ]00-03[و همکاران 

در  ]00[و همکاران  01ای را مورد مطالعه قرار دادند. خالقیو کشسانی مقیاس در شبکه دو مرحلهکارایی تکنیکی 

ای تحقیق کردند. ساهو و همکاران های دو مرحلهدادهمورد بازده به مقیاس و کشسانی مقیاس در تحلیل پوششی 
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و کاظمی  03ای بیان کردند. میرجابریای دو مرحلهبکهسبه کشسانی مقیاس ساختارهای ش[ روشی برای محا05]

و  05امیرمحمدی بر اساس تابع فاصله جهتی روشی برای محاسبه کشسانی مقیاس ارائه نمودند. ]08[ 00متین

های صحیح را بررسی کردند. حاسبه کشسانی مقیاس در حضور دادهیک مثال کاربردی برای م ]07[همکاران 

یک مثال کاربردی روی شعب بانک در باره محاسبه کشسانی مقیاس در حضور عوامل  ]00[امیرمحمدی و همکاران 

های فر و همکاران لبا اعمال تغییراتی در مد ]16[و همکاران  00نامطلوب و غیرقابل کنترل ارائه دادند. فتحی اجیرلو

کارایی  روشی برای ]10[و همکاران  08گیری کارایی هزینه ارائه کردند. همچنین سرابای برای اندازهدو مدل شبکه

ها را روی یک مثال کاربردی بررسی کردند و سرانجام های ورودی در تحلیل پوششی دادههزینه تحت نوسانات هزینه

دار به منظور ای جهتای دومرحلههای شبکهک روش تحلیل پوششی دادهی ]11[و همکاران  07وندعزیزی یوسف

 ای را مورد بررسی قرار دادند.هر مرحله از فرایندهای دومرحلهکارایی تخمین کارایی کلی و 

از طرفی در امور اقتصادی کاهش هزینه و ارزیابی عملکرد واحدها از نظر میزان هزینه مصرفی همیشه مورد اهمیت 

کاران و هم 10مفهوم کارایی هزینه را برای  نخستین بار مطرح نمودند.  فر  ]10[ 16فارلو  ]13[ 00دبرو .بوده است

ریزی خطی جهت ارزیابی کارایی هزینه بر اساس مفهوم مطرح شده توسط فارل را ارائه کرده و مدل برنامه ]15[

های مختلفی جهت تعیین میزان کارایی لروی کارایی هزینه کار کردند و از آن پس مد ]10[و همکاران  11کوپر

 شد.هزینه برای واحدهای مورد ارزیابی با ساختار مختلف ارائه 

 .است شده یبررس[ 17-18] مانند مطالعات یبرخ در نهیهز ییکارا یهامدل در اسیمق کشش مساله علاوه به

است که در دو دهه اخیر توجه زیادی را به خود جلب  DEAهای نامطلوب نیز یکی از موضوعات مهم در خروجی

های بد به عنوان ورودی گرفتن خروجیمتری به صورت در نظر پاراتحلیل غیر ]10[ 10و ویمن 13کرده است. هایلو

های نامطلوب ماهیت خروجی علامت خروجیبا منفی کردن  ]36[ 10و ژو 15در فرایند تولید را مطرح کردند. سیفورد

ت. همچنین بحث معکوس نمودن های منفی ایرادی است که به کارشان وارد اسدهرا حفظ کرده ولی وجود دا

یر کرده اما های خوب تغیهای بد به خروجیاین ترتیب نیز ماهیت خروجی که بههای نامطلوب مطرح شد خروجی

نشان  ]30[ 18توان مثالی یافت که با قوانین فیزیک در تناقض باشد. پس از آنها فار و گروسکوفدر این نظریه نیز می

 ست. آنها همچنینمنطقی نبوده و با قانون فیزیک در تناقض ا ]10[دادند که شرایط یکنواختی در هایلو و ویمن 

ادعا  ]31[ 17پذیری ضعیف به درستی در مدل استفاده شود. سپس کسمانننشان دادند که چگونه اصل دسترسی
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فرمول باشد. وی صحیح نمی ]30[پذیری ضعیف ارائه شده در مدل فار و گروسکوف کرد که اصل دسترسی

 پذیری ضعیف را با حفظ خطی بودن مجموعه تکنولوژی ارائه داد. غیرپارامتری خود برای دسترسی
 

 کشساني مقیاس 2-4

)گیرنده واحد تصمیم nفرض کنید  : 1,..., )jDMU j n  وجود دارد به طوری که هر واحد شاملm  ورودی

( 1,..., )ijx i m  وs  خروجی( 1,..., )rjy r s  نامنفی باشد و VRST مجموعه تکنولوژی تولید تحت بازده به

)محور -تابع پاسخ ورودی  ]0[پودینووسکی و همکاران   مقیاس متغیر باشد. )  به عنوان نسبت کمینه بردار ،

                      ، را به صورت زیر تعریف نمودند:                                oyبرای بردار خروجی  VRSTدر  oaxورودی 

(0)        
( ) { | ( , ) }o o VRSMin a ax y T   

  
 

 گردد:                                                                                ریزی خطی زیر محاسبه میکه با حل مساله برنامه 
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کند. تعیین می ها به اندازهزای تغییر خروجی( را به اaها )کمترین مقدار تغییر ورودی( 1در حقیقت مدل )

0این نکته قابل توجه است که مقدار   غییرات خروجی توسط مدیر تعیین میبرای منعکس کردن نسبت ت-

وری میانگین برای واحد ای به بهرهی حاشیهوریا به عبارتی نسبت بهرهشود. کشسانی مقیاس 

( , ) ( ( ) , )o ox y x y   شود:به صورت زیر تعریف می       

(3                )
( )

( , ) ( )
( ) ( )

x y
  

  
   




                                       

)که در رابطه فوق  )  ای و وری حاشیهبهره
( ) 


باشد. اگر  وری میانگین میبهره 

( ( ) , ) ( , )o o o ox y x y     آنگاه( ) 1     و( , ) (1)x y  این نکته قابل توجه است که( .

( , )o ox y ).یک نقطه کاراست 

)ها در نقاط روی مرز، تابع پاسخ در تحلیل پوششی داده  )  های چپ و راست اما دارای مشتق پذیر نیستمشتق

  :شودراست و چپ به صورت زیر تعریف می کشسانی مقیاسباشد از این رو می
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باشد. حال فرض کنید واحد قابل محاسبه می ]0[پودینوسکی و همکاران  1( از طریق لم 0مقدار عددی رابطه )

:تحت ارزیابی  ( , )o o oDMU x y ی رو ناکارا باشد. در این صورت برای محاسبه کشسانی مقیاس ابتدا تصویر آن

گردد. از آن جایی که نقاط ناکارا دارای نقاط تصویر ود سپس کشسانی مقیاس آن تعیین میشمرز کارا تعیین می

 متفاوتی هستند مقادیر کشسانی مقیاس نیز متفاوت خواهد بود.
 

 کارايي هزينه 2-2

ی کنیکی در کارایی تخصیصها، کارایی هزینه به صورت حاصل ضرب کارایی تدر تحلیل پوششی دادهبه طور کلی 

ها در میان نباشد بحث کارایی تکنیکی مطرح است. یعنی کافی زمانی که هیچ صحبتی از قیمت دادهشود. تعریف می

ها در دست باشد، علاوه ا و خروجیهداشته باشیم. اما اگر قیمت ورودیاست با کمترین ورودی بیشترین خروجی را 

ها واند خروجیها که بتد. در واقع ترکیب درستی از ورودیآیحث کارایی تخصیصی نیز به میان میبر کارایی تکنیکی، ب

   ترین هزینه تولید نماید.را با کم

:گیرنده )واحد تصمیم nحال فرض کنید  1,...,jDMU j n وجود دارد به طوری که هر واحد )m  ورودی

1( ,..., ) 0j j mjx x x   را مصرف نموده تاs  1خروجی( ,..., ) 0j j sjy y y   را تولید نماید. همچنین فرض

)1کنید  ,..., ) 0j j mjc c c  ده گیرنواحد تصمیم قیمت ورودیjت بهترین ترکیب از ام باشد. در این صور

 شود:ریزی خطی زیر تعیین میایجاد نماید از طریق مدل برنامه ترین هزینه راها که کمورودی
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نسبت )به صورت کسر  oDMU( کارایی هزینه برای واحد تحت ارزیابی x*با توجه به جواب بهینه مدل فوق )

    شود:زیر تعریف میهزینه واقعی(  کمترین هزینه به
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1oCEکارای هزینه است اگر و تنها اگر  oDMUواحد تحت ارزیابی  -4تعريف   در غیر این صورت ناکارای ،

0)لازم به ذکر است شود.یهزینه نامیده م 1oCE ) 

0حال واحد تحت ارزیابی  0( , )x y ها و هزینه ورودی( )mc R ها کمترین هزینه ورودیگیریم. را در نظر می

باشد.(، با مسایگی چپ یا همسایگی راست یک میمقداری در ه )که ها به اندازه به ازای تغییرات خروجی

 است:       ( به صورت زیر قابل محاسبه5( و )1های )توجه به مدل
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 باشد:دوآل آن به صورت زیر می واضح است که مدل فوق شدنی است و فرم
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تر اشاره شد کشسانی مقیاس چپ و راست در نقاط مرزی به ترتیب به صورت  همانطور که پیش

( , ) (1)o ox y  
  و( , ) (1)o ox y  

  شوند. اما از آنجایی که مقادیرمیتعریف( ) 
 و( ) 

 

 شود:ستفاده میها اآنقابل محاسبه نیستند، از قضیه زیر برای محاسبه عددی 
 

(1) -4قضیه  1 , (1) 1Min Max

o ou u  
      0که در آن

Maxu  0و

Minu های های بهینه مدلبه ترتیب جواب

 باشند:خطی زیر می
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:گیرنده حال فرض کنید واحد تصمیم 1,...,jDMU j n علاوه بر بردار خروجی مطلوب

1( ,..., ) 0j j sjv v v   1شامل بردار خروجی نامطلوب( ,..., ) 0j j kjw w w  مدل باشد. در این صورت 

 :های نامطلوب به صورت زیر خواهد بودکارای هزینه با حضور خروجی
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1oCEبا توجه به مقدار هدف مدل فوق، در بهینگی اگر    باشد در این صورت واحد تحت ارزیابیoDMU  کارای

 باشد.هزینه می
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 مدل پیشنهادی. 3

های حضور خروجی ریزی خطی باقاله پیش رو ارائه یک مدل برنامههمان طور که در مقدمه نیز اشاره شد هدف از م

از میان مدل پیشنهادی تعیین نماید که  های نامطلوب به اندازه ب است به طوری که با تغییر خروجینامطلو

ه عبارت دیگر ترین هزینه ایجاد شود. بتغییر نمایند تا کم های مطلوب کدام یک به اندازه ها یا خروجیورودی

پاسخ کند و هدف مقاله تعیین )عددی در همسایگی یک( تغییر می های نامطلوب به اندازه در این مقاله خروجی

های نامطلوب دانیم برای ایجاد تغییر در خروجیخواهیم بهای مطلوب است و میها یا خروجیاین تغییر روی ورودی

ای که کمترین هزینه حاصل شود. برای این منظور های مطلوب به گونهها تغییر کنند یا خروجیبهتر است ورودی

:گیرنده واحد تصمیم nفرض کنید  1,...,jDMU j n  وجود دارد به طوری که هر واحد شامل بردار ورودی

1( ,..., ) 0j j mjx x x بردار خروجی مطلوب ،
1( ,..., ) 0j j sjv v v   نامطلوب و بردارخروجی

1( ,..., ) 0j j kjw w w  ی ریزی ریاضبرنامهترین هزینه مساله ن صورت برای محاسبه تابع پاسخ کمباشد. در ای

 شود:صحیح به صورت زیر ارائه می
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2یک عدد به قدر کافی بزرگ و  Mدر مدل فوق  1,  های هستند که هنگام تغییرخروجی ودوییمتغیرهای د

های مطلوب به عنوان مجموعه پاسخ برای تغییر باید ها یا خروجینمایند که کدام یک از ورودینامطلوب تعیین می

1انتخاب شوند. اگر  1   2و 0 ارم زاید بوده و در چه ، در این حالت قیود اول و دوم برقرارند و قیود سوم و

1اند. اگر  تغییر انتخاب شده ها به عنوان مجموعه پاسخ برایشوند. یعنی در این حالت ورودینتیجه حذف می 0  

2و  1  گردند. یعنی در ول و دوم زاید و در نتیجه حذف میدر این حالت قیود سوم و چهارم برقرار بوده و قیود ا

 اند.موعه پاسخ برای تغییر انتخاب شدهها به عنوان مجاین حالت خروجی

های دنیای واقعی این کنند. با توجه به سازگاری با کاربردتغییر می های نامطلوب به اندازه ( خروجی01در مدل )

به صورت موضعی و خیلی نزدیک به یک  وند از این رو تغییرات توانند بسیار بزرگ در نظر گرفته شتغییرات نمی

1شود. به منظور ایجاد کاهش ته میدر نظر گرف   1و برای افزایش  تغییرات شوددر نظر گرفته می .
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طلوب های ناماشکال نیست چرا که با کاهش خروجیهای نامطلوب از نظر منطقی محل کاهشی و افزایشی خروجی

های های نامطلوب سهم بیشتری از خروجیلوب بوده و با افزایش خروجیهای مطناگزیر به تولید کمتر خروجی

، به منظور تعیین کمترین هزینه های نامطلوب به اندازه لید شود. با توجه به تغییر خروجیمطلوب نیز باید تو

باشند. می ها یا خروجی مطلوب ملزم به تغییر به اندازهنماید که کدام یک از ورودیمدل مورد نظر تعیین می

های ها یا خروجیدار تغییرات ورودییین نمود که مقتوان تعمی چنین با توجه به مقادیر دست آمده برایهم

 مطلوب کمتر یا بیشتر از مقدار تغییرات در خروجی نامطلوب بوده است.

ر سایر ها در مقابل تغییکشسانی مقیاس چگونگی تغییر شاخص نکته مهمی که باید به آن اشاره شود این است که

طلوب را متاثر از تغییر در های نامدر خروجی با توجه به اینکه تغییرها در شکل کمی است. در این مقاله شاخص

 های مطلوب در نظر گرفتیم، لذا معیار محاسبه شده کشسانی مقیاس خواهد بود.ها و یا خروجیورودی

کردن مدل با تغییر  باشد. برای خطیدر تابع هدف غیرخطی می و  1( به دلیل وجود متغیرهای 01مدل )
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w w l

 

   

 

  

  

 

 













    

   

    

   

 

 











1

1 2

1 2

1 1

1 1 1

..., ,

( ) 1,

1,

, {0,1},

, , 0, 1,..., ,

0 ,

(1 ).

n

j j

j

j j

k

j n

M

M

 

 

 

  

 

   



 

 



 

 

   



 
*اگر  -2قضیه  * * * *

1 2 1( , , , , )     ( باشد آنگاه 03یک جواب بهینه مدل )* * * *

1 2( , , , )     یک جواب

 باشد.( می01بهینه مدل )

*توان نشان داد که به آسانی می اثبات: * * *

1 2( , , , )    کنیم ( است. فرض می01شدنی برای مدل ) یک جواب

1( جواب دیگری مانند 01این جواب بهینه نباشد و مدل ) 2( , , , )     داشته باشد که بهینه است. اگر قرار

*دهیم  

1 1   به وضوح
1 2 1( , , , , )     ( می03یک جواب شدنی مدل ) باشد و این تناقض است. چون

* * * * *

1 2 1( , , , , )     ( بود03جواب بهینه مدل )  .بنابراین اثبات کامل است 
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توان یک مساله ثانویه برای آن تعریف ( برای نوشتن دوال مدل می01مدل )به دلیل حضور متغیرهای دودودیی در 

1کرد. برای این منظور یکبار  0   ریزی خطی متناظر با آن را نوشته و بار دیگر با در نظر گرفته و مساله برنامه

2در نظر گرفتن  0  1نویسیم. بنابراین به ترتیب برای ریزی خطی متناظر با آن را میمساله برنامه 0   و

2 0  :داریم 

1

1

1

1

1

( )

. .

( ) , 1,..., ,

, 1,..., ,

, 1,..., ,

( ) 1,

, , , 0 , 1,..., .

m

i io

i

n

j j ij io

j

n

j rj ro

j

n

j lj lo

j

n

j j

j

j j

Min c x

s t

x x i m

v v r s

w w l k

j n



  



 

 

   











  

 

 

 

 











 

1

1

1

1

1

. .

( ) , 1,..., ,

, 1,..., ,

, 1,..., ,

( ) 1,

, , , 0 , 1,..., .

m

i io

i

n

j j ij io

j

n

j rj ro

j

n

j lj lo

j

n

j j

j

j j

Min c x

s t

x x i m

v v r s

w w l k

j n

 

 

 

 

   











  

 

 

 

 











 

 بود:های فوق به صورت زیر خواهد مدلتوان دوال نوشت. دوال ها میل برای هر کدام از این مدلحا

0

1 1

0

1 1 1

1 1

0

1

( )

. .

0,

,

0,

, 0,

m k

i io l lo

i l

m s k

i ij r rj l lj

i r l

m m

i io i io

i i

m

i ij

i

i r

Max z x t w u

s t

z x u v t w u

z x c x

z x u

z u

  
 

  

 



   

    



  



 

  

 


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0

1 1

0

1 1 1

0

1

( )

. .

0,

0,

, 0,

s k

r ro l lo

r l

m s k

i ij r rj l lj

i r l

m

i ij

i

i r

Max u v t w u

s t

z x u v t w u

z x u

z u

  
 

  



   

    

  



 

  



 

1سپس از تلفیق این دو مساله به کمک متغیرهای دودویی  2,   رسیم:به مساله زیر می     

(00 )

1 2 0

1 1 1

0

1 1 1

1

1 1

0

1

1 2

1 2

( )

. .

0,

(1 ),

0,

1,

, {0,1},

, 0,

m s k

i io r ro l lo

i r l

m s k

i ij r rj l lj

i r l

m m

i io i io

i i

m

i ij

i

i r

Max z x u v t w u

s t

z x u v t w u

z x c x L

z x u

z u
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

 

 

  

  

 



    

    

  

  

 





  

  

 



                                  

1باشد که با تغییر متغیر مدل فوق غیرخطی می 1 2 1,i i r rz z u u            :روابط زیر را داریم 

1 1

1 1 1

1 2

1 1 2

0

(1 )

0
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i

i i i

r

r r r

z L

z z z L

u L

u u u L









 

   

 

   

 

                                                                                      

 (، فرم خطی آن به صورت زیر خواهد شد:00این روابط در مدل )با جایگذاری 
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
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    
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1در تابع هدف مدل فوق برای    :خواهیم داشت 

1 1 0

1 1 1

(1)

m s k

i io r ro l lo

i r l

Max z x u v t w u



  



     
 

دانیم مرز تولید ساخته شده ( باشد همانگونه که می05نه مدل )های بهیمجموعه تمام جواب 0حال فرض کنید 

های راسی هستند، وجود جوابهای کارای  DMUقطعه قطعه خطی است و در نقاط راسی که همان  DEAتوسط 

ی راست و چپ کند. لذا در صدد محاسبه کشساندازه کشسانی را با مشکل مواجه میبهینه چندگانه محاسبه ان

، ابتدا دو مساله زیر را حل oDMUخواهیم بود. برای محاسبه کشسانی راست و چپ برای واحد تحت ارزیابی 

   کنیم:می

 

(00)

0 1 1

1 1 1

1 1 0 0

. .

( , , , , , , )

m s k

i io r ro l lo

i r l

Min z x u v t w

s t

z u t z u w u

 

  

   



  

                                                                                                                                                                                                           

(08)

0 1 1

1 1 1

1 1 0 0

. .

( , , , , , , )

m s k

i io r ro l lo

i r l

Max z x u v t w

s t

z u t z u w u

 

  

   



  

 

)اگر  )   1در همسایگی راست و چپ  تعریف شده باشد خواهیم داشت: 

(07)                                  0 0(1) , (1)    

 
   

( را به ازای 08( و )00های )های بهینه مدلی راست و کشسانی چپ، کافیست جواببنابراین برای محاسبه کشسان 

1   .بیابیم 
 

 . مطالعه کاربردی1

یت برخوردارند و فعالای در اقتصاد هر کشور سه مالی و خدماتی از جایگاه ویژهها به عنوان یک موساز آنجایی که بانک

( 03لذا مدل ) ،ذاردهای مختلف اقتصادی و تولیدی اثرات مهمی بر جای می ها در رشد و شکوفایی بخشموثر بانک

ای هسازی شد. برای این منظور دادهدههای استانی کشور پیاهای شعب یکی از بانکبه صورت تحلیل تجربی روی داده

در نظر گرفته  0300های استانی کشور مربوط به مهر ماه سال یکی از بانک  3و درجه  1شعبه درجه  08مربوط به 

 و یک خروجی نامطلوب استفاده شد. دسته خروجی مطلوب 0دسته ورودی،  0و از 

)1های عمومی ها شامل: هزینهورودی )x2های پرسنلی ، هزینه( )x3گذاران ، سود سهم سپرده( )x و تعداد 

)4ها حساب )x ها هزینه مطالبات معوق و سایر هزینههای اداری، استهلاک، هزینه های عمومی شاملباشد. هزینهمی

زان سود گذاران میمندان شعبه بوده و سود سهم سپردههای پرسنلی شامل حقوق پرداختی به کاراست. هزینه

د. ه شها درنظر گرفتجموع توزین شده تعداد انواع حسابها مباشد. برای تعداد حسابگذار میپرداختی به هر سپرده

هر شعبه با  الحسنههای قرض، تعداد حساب0/6هر شعبه با وزن  های جاریبرای این منظور مجموع تعداد حساب
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قرار  0/6مدت هر شعبه با وزن های بلندو تعداد حساب 3/6زن مدت هر شعبه با وهای کوتاه، تعداد حساب1/6وزن 

 داده شد.

)1های مطلوب شامل: منابع خروجی )y 2، مصارف( )y 3، درآمدهای مشاع( )y 4مشاع و درامدهای غیر( )y 

برخوردار است. مصارف،  های مشتریان نزد هر شعبه بوده که از اهمیت بسیار بالاییبع، میزان سرمایهباشد. منامی

ز پرداخت تسهیلات و درامدهای باشد. درامدهای مشاع، سود دریافتی حاصل اپرداختی به مشتریان میهای میزان وام

 شود.ها تعریف میمد حاصل از کارمزد و سایر فعالیتمشاع، دراغیر

)خروجی نامطلوب هم میزان مطالبات معوق شعبه   )w باشد.می 

  آمده است. 0شعبه در جدول  08های ورودی و خروجی این داده
 

 های کشورشعبه يکي از بانک 14لاعات آماری اط -4جدول

 شعبه
1x  2 x  3 x  4x  1y  2y  3y  4y  w  

1 973 1419 48309 7741 1313333 314692 28747 3186 4157 
2 455 473 22743 3001 521881 213372 16217 3190 14787 
3 840 820 55513 5798 1092017 279246 17838 2309 2374 
4 725 715 20698 4568 722912 204581 15463 2567 3566 
5 456 435 21129 3058 726585 262633 23099 2326 1300 
6 529 706 30372 4152 815724 396424 36357 3891 1400 
7 618 681 33965 4583 791399 341796 33961 2003 4572 
8 896 1374 32460 6412 1120043 412675 25571 3562 17606 
9 680 726 27009 4025 719086 247618 20148 2837 3651 

10 1524 893 158561 5165 1947805 865634 76771 3488 2612 
11 658 1316 34955 6498 1113360 260485 20918 2702 3447 
12 621 429 23350 2625 597535 235690 17317 2112 1381 
13 584 911 31436 4843 834275 260679 24124 2303 5062 
14 1062 1068 26538 5215 758145 185300 16552 2547 4375 
15 797 779 17851 3232 574083 162367 11837 2818 879 
16 877 1721 49437 8163 1317123 213605 17215 5518 2079 
17 472 560 23066 2964 594347 187439 14703 2149 988 
18 661 551 27371 3360 666361 170529 13770 2102 3018 
19 529 667 26064 3167 712317 173760 12683 3381 1329 
20 537 331 32172 1995 669988 325752 19352 2844 13885 
21 1513 194 21465 1369 666665 155180 10906 1160 1119 
22 626 284 9183 1181 591287 514691 41348 1939 3732 
23 1083 1507 88396 9882 1991909 549907 37665 4993 5554 
24 749 1401 33279 6009 938110 313770 21837 3021 3528 
25 793 1349 37210 7139 979612 448979 33237 4179 3301 
26 435 662 26618 4974 717944 107349 9337 1569 1134 
27 747 1164 22069 6960 703640 285927 21063 2830 4697 
28 550 656 27306 4648 860666 308012 23517 3158 6603 
29 802 1341 44946 9316 1156130 385314 28664 3233 115385 
30 479 825 21618 5478 575746 255703 22260 2255 10201 
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31 557 1060 23541 6700 792221 246036 12922 2982 5201 
32 441 849 26228 5278 759975 215884 16856 2314 3409 
33 500 394 38841 2839 1035729 300462 19513 3461 54712 
34 1013 2203 45078 10716 1342867 475540 35222 4102 14962 
35 1158 1634 50387 10060 1372739 475384 41305 4433 9980 
36 834 956 52958 8151 1215744 405985 37959 4024 39061 
37 601 823 17330 4709 486344 246036 23031 2675 6656 
38 582 540 26255 3215 732388 328711 28350 2741 3506 
39 544 586 27962 3871 827276 356591 33900 2511 4189 
40 848 865 32632 6167 851573 321847 28983 3718 10286 
41 1213 1370 37999 6572 1104807 635114 58570 5738 6851 
42 922 1572 36756 6313 1182735 592787 63911 4927 11929 
43 838 925 32722 7894 874270 131502 10428 3172 11827 
44 754 864 26343 4807 755242 273455 23139 3158 7491 
45 716 694 29224 3651 728655 298579 21731 3893 1777 
46 947 1387 30217 8933 988957 382969 27991 4485 16727 
47 921 701 29669 2489 766081 323129 16406 3217 2922 

 

قادر به بالا بردن سود خالص  هاها با کم کردن هزینهر با اهمیت است. بانکها بسیادر بانکداری کم کردن هزینه

باشند. از آنجایی که برای به دست آوردن کشسانی مقیاس به شعب کارای هزینه نیاز است، باید ابتدا با مدل می

( شعب کارای هزینه مشخص شود. بر اساس نظرخواهی از کارشناسان اهمیت چهار ورودی یکسان معرفی و در 00)

شعبه  05( کارایی هزینه شعب محاسبه و 00در نظر گرفته شد. بر اساس مدل ) 0ها برای ورودی (c)نتیجه هزینه 

با نمره کارایی برابر یک و در نتیجه  05و  01، 00، 30، 33، 13، 11، 10، 00، 05، 00، 06، 7، 0، 5شامل شعب 

 31شعب کارای هزینه مشخص شد. از آنجایی که کشسانی مقیاس برای واحدهای کارا قابل محاسبه است، برای 

 ها روی مرز در نظر گرفته شد. داده شعبه دیگر نیز نقاط تصویر

/مقدار مختلف  0ها با های نامطلوب این دادهسپس خروجی , / , / , /      0 97 0 99 1 01 1 به  03

 .( آمده است1در جدول )( با مقادیر مختلف 03( تغییر داده شد که نتایج به دست آمده از مدل )03کمک مدل )
 

 

 شعبه ناکارا 32شعبه کارای هزينه و نقاط تصوير 48( برای 43آماری نتايج مدل )توصیف  -2جدول 

0.97    
1   2     0.99    

1   2     

DMU01   -  -  - DMU01    0.00    1.00    0.9977   

DMU02     0.00   1.00   0.9439  DMU02    0.00    1.00    0.9635   

DMU03     -   -  - DMU03    -   -   - 

DMU04     0.00   1.00   0.9958  DMU04    0.00    1.00    0.9986   

DMU05   -  -  - DMU05   -  -   - 

DMU06   -  -  - DMU06   - -   - 

DMU07     0.00   1.00   0.9470  DMU07    0.00    1.00    0.9470   

DMU08   -   -  - DMU08    0.00    1.00    0.9692   

DMU09   -  -  - DMU09    0.00    1.00    0.9898   
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DMU10   -  -  - DMU10    -    -   - 

DMU11     -  -  - DMU11   - - - 

DMU12   -  -  - DMU12    1.00    0.00    1.0299   

DMU13     0.00   1.00   0.9522  DMU13    0.00    1.00    0.9522   

DMU14     0.00   1.00   0.9927  DMU14    0.00    1.00    0.9987   

DMU15   -  -  - DMU15   - - - 

DMU16   -  -  - DMU16   - - - 

DMU17   -   -  - DMU17   - - - 

DMU18     -  -  - DMU18   - - - 

DMU19   -  -  - DMU19    0.00    1.00    0.9694   

DMU20     0.00   1.00   0.9387  DMU20    0.00    1.00    0.9602   

DMU21     -   -  - DMU21   - - - 

DMU22     -  -  - DMU22   - - - 

DMU23     -  -  - DMU23   - - - 

DMU24     0.00   1.00   0.9840  DMU24    0.00    1.00    0.9632   

DMU25   -   -  - DMU25    0.00    1.00    0.9950   

DMU26   -  -  - DMU26   - - - 

DMU27     0.00   1.00   0.9782  DMU27    1.00    0.00    1.0005   

DMU28     0.00   1.00   0.9620  DMU28    0.00    1.00    0.9727   

DMU29   -  - - DMU29    0.00    1.00    0.9991   

DMU30     0.00   1.00   0.9767  DMU30    0.00    1.00    0.9788   

DMU31     0.00   1.00   0.9483  DMU31    0.00    1.00    0.9527   

DMU32     -   -  - DMU32   - - - 

DMU33   -   -  - DMU33   - - - 

DMU34     1.00   0.00   1.0000  DMU34    1.00    0.00    1.0000   

DMU35     -  -  - DMU35   - - - 

DMU36     1.00   0.00   0.9819  DMU36    1.00    0.00    0.9940   

DMU37     0.00   1.00   0.9493  DMU37    1.00    0.00    1.0008   

DMU38     -  - - DMU38    0.00    1.00    0.9352   

DMU39     0.00   1.00   0.9520  DMU39    0.00    1.00    0.9520   

DMU40     0.00   1.00   0.9557  DMU40    1.00    0.00    1.0008   

DMU41   - - - DMU41   - - - 

DMU42     0.00   1.00   0.9557  DMU42   - - - 

DMU43     1.00   0.00   1.0000  DMU43    1.00    0.00    1.0000   

DMU44     0.00   1.00   0.9541  DMU44    1.00    0.00    1.0007   

DMU45 0.00 1.00  0.8660  DMU45  0.00    1.00    0.8625   

DMU46 0.00 1.00  0.9982  DMU46  1.00    0.00    1.0007   

DMU47 - - - DMU47  0.00    1.00    0.9961   

 



 

                                                                       03 
 

   

1.01    
1   2     1.03    

1   2     

DMU01    1.00   0.00   0.9999  DMU01    1.00    0.00  0.9996   

DMU02   - - - DMU02   - - - 

DMU03    1.00   0.00   0.9994  DMU03    1.00    0.00  0.9981   

DMU04    1.00   0.00   0.9992  DMU04    1.00    0.00  0.9975   

DMU05    1.00   0.00   0.9997  DMU05    1.00    0.00  0.9992   

DMU06    1.00   0.00   1.0000  DMU06    1.00    0.00  1.0000   

DMU07    1.00   0.00   0.9998  DMU07    1.00    0.00  0.9995   

DMU08   - - - DMU08   - - - 

DMU09    1.00   0.00   0.9982  DMU09    1.00    0.00  0.9945   

DMU10   - - - DMU10   - - - 

DMU11    1.00   0.00   1.0000  DMU11    1.00    0.00  0.9999   

DMU12    1.00   0.00   0.9986  DMU12    1.00    0.00  0.9959   

DMU13    1.00   0.00   0.9998  DMU13    1.00    0.00  0.9995   

DMU14    1.00   0.00   0.9990  DMU14    1.00    0.00  0.9971   

DMU15    1.00   0.00   0.9997  DMU15    1.00    0.00  0.9992   

DMU16    1.00   0.00   1.0000  DMU16    1.00    0.00  1.0001   

DMU17    1.00   0.00   0.9991  DMU17    1.00    0.00  0.9973   

DMU18    1.00   0.00   0.9985  DMU18    1.00    0.00  0.9954   

DMU19    1.00   0.00   0.9994  DMU19    1.00    0.00  0.9982   

DMU20    0.00   1.00   0.9961  DMU20   - - - 

DMU21    1.00   0.00   1.0005  DMU21    1.00    0.00  1.0014   

DMU22   - - - DMU22   - - - 

DMU23   - - - DMU23   - - - 

DMU24    1.00   0.00   0.9995  DMU24    1.00    0.00  0.9985   

DMU25    1.00   0.00   0.9991  DMU25    1.00    0.00  0.9973   

DMU26    1.00   0.00   0.9900  DMU26    1.00    0.00  0.9701   

DMU27    0.00   1.00   0.9841  DMU27    0.00    1.00  0.9964   

DMU28    1.00   0.00   0.9989  DMU28    1.00    0.00  0.9966   

DMU29    1.00   0.00   0.9999  DMU29    0.00    1.00  0.9991   

DMU30    0.00   1.00   0.9891  DMU30   - - - 

DMU31    1.00   0.00   0.9990  DMU31    1.00    0.00  0.9971   

DMU32    1.00   0.00   0.9982  DMU32    1.00    0.00  0.9947   

DMU33   - - - DMU33   - - - 

DMU34    0.00   1.00   0.9947  DMU34   - - - 

DMU35    1.00   0.00   0.9997  DMU35    1.00    0.00  0.9991   

DMU36   - - - DMU36   - - - 

DMU37    0.00   1.00   0.9859  DMU37   - - -- 

DMU38    1.00   0.00   0.9983  DMU38    1.00    0.00  0.9948   

DMU39    1.00   0.00   0.9992  DMU39    1.00    0.00  0.9977   

DMU40    0.00   1.00   0.9935  DMU40   - - - 



 00                   0060  خرداد و تیر، پنجاه و چهارم، شماره یازدهم سالهای نوین در ریاضی/ / پژوهشو همکاران شناسحقیقتمریم 
 

 

DMU41   - - - DMU41   - - - 

DMU42    0.00   1.00   0.9728  DMU42   - - - 

DMU43    0.00   1.00   0.9622  DMU43    0.00    1.00  0.9648   

DMU44    0.00   1.00   0.9891  DMU44   - - - 

DMU45  0.00   1.00   0.8590  DMU45  0.00    1.00  0.8555   

DMU46 - - - DMU46 - - - 

DMU47  1.00   0.00   0.9988  DMU47  1.00    0.00  0.9964   
 

 
 

 ( آمده است.3ها در جدول )این نتایج برای تحلیل بهتر داده خلاصه
 

 (2خلاصه نتايج جدول ) -3جدول 

0.97   0.99   1.01   1.03   
( ) 0.97 :   0 

( ) 0.99 :   05 
( ) 1.01:   6 

( ) 1.03:   6 

( ) 0.97 :   01 
( ) 0.99 :   00 

( ) 1.01:   37 
( ) 1.03:   30 

Inf. response: 10 Inf. response: 07 Inf. response: 0 Inf. response: 00 

No. of 
1:

1
 

 3 

αمحدوده تغییرات   

0تا  0700/6از  

No. of
1:

1
 

 0 

αمحدوده تغییرات   

  6100/0تا  0006/6از

No. of 
1:

1
 

 17 

αمحدوده تغییرات   

6665/0تا  0066/6از   

No. of 1 1: 
 18 

αمحدوده تغییرات   

6600/0تا  0860/6از  

No. of 
1:

2
 

 07 

αمحدوده تغییرات   

0071/6تا 7006/6از  

No. of 
1:

2
 

 16 

αمحدوده تغییرات   

0000/6تا  7013/6از  

No. of 
1:

2
 

06  

αمحدوده تغییرات   

0000/6تا  7506/6از   

No. of 
1:

2
 

0 

αمحدوده تغییرات   

0000/6تا  7555/6از   

 

شدنی به دست جواب  10جواب نشدنی و در نتیجه   10برای  08/6همانطور که از نتایج پیداست به ازای مقدار 

کم شعبه برای  3دارند. در  08/6شعبه تابع پاسخی کمتر از  01و  08/6شعبه تابع پاسخی بیشتر از  0آمده است و 

در های مطلوب تغییر یابند. شعبه باید خروجی 07یر کنند و در ان تابع پاسخ تغیها به عنوکردن هزینه باید ورودی

های شعبه باید ورودی 3کاهش می یابد،  08/6این حالت وقتی خروجی نامطلوب )مطالبات معوق بانک( به اندازه 

نند تا هزینه کاهش های خود تغییر ایجاد کباید در خروجیشعبه  07کاهش داده و  0 تا 0700/6 فاصله درخود را 

افزایش ایجاد کنیم در  60/6گیرد یعنی در خروجی نامطلوب به اندازه را می 60/0مقدار  یابد و همچنین وقتی 

ها شعبه خروجی 06ابد و در باید تغییر ی 6665/0تا  0066/6ها در فاصله عبه برای کاهش هزینه مقدار ورودیش 17

توان نتایج را می 63/0و  00/6های برابر با باشند. همینطور در مورد ه تغییر برای کاهش هزینه میمند بنیاز

 بررسی کرد.

شعبه کارای هزینه  05( را برای محاسبه کشسانی راست و کشسانی چپ این 08( و )00های )در پایان کار، مدل

ها در DMU به کار بردیم. توصیف آماری برای تمام نقطه تصویر شعب ناکارا به ازای مقادیر مختلف  31باضافه 

 ( آمده است.0جدول )
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 ی مقادير مختلف کشساني راست و چپ به ازا -1جدول 
0.97 شعبه 

 
 

0


        1            2   
 

0.97 
 

 

0


        1           2   
 

0.99 
 

 

0


        1            2   
 

0.99 
 

 

0


        1            2   
 

1    -0.1094         0         1   0.2109      0         1      -0.1116         0         1    0.2110         0         1    

2    -0.1094         0         1   0.3495      0         1      -0.1116         0         1    0.3507         0         1    

3    -0.1094         0         1   0.1644      0         1      -0.1116         0         1    0.1631         0         1    

4    -0.1094         0         1   0.0608      0         1      -0.1116         0         1    0.0608         0         1    

5    -0.1094         0         1   0.0864      0         1      -0.1116         0         1    0.0860         0         1    

6    -0.1094         0         1   0.1418      0         1      -0.1116         0         1    0.1415         0         1    

7    -0.1094         0         1   0.1101      0         1      -0.1116         0         1    0.1097         0         1    

8    -0.1094         0         1   0.2571      0         1      -0.1116         0         1    0.2578         0         1    

9    -0.1094         0         1   0.1984      0         1      -0.1116         0         1    0.1980         0         1    

10    -0.1094         0         1   2.9704      0         1      -0.1116         0         1    2.9720         0         1    

11    -0.1094         0         1   0.1272      0         1      -0.1116         0         1    0.1273         0         1    

12     0.0000         1         0   0.0598      0         1       0.0000         1         0    0.0595         0         1    

13    -0.1094         0         1   0.1130      0         1      -0.1116         0         1    0.1130         0         1    

14    -0.1094         0         1   0.0827      0         1      -0.1116         0         1    0.0827         0         1    

15    -0.1094         0         1   0.0585      0         1      -0.1116         0         1    0.0583         0         1    

16    -0.1094         0         1   0.3296      0         1      -0.1116         0         1    0.3285         0         1    

17    -0.1094         0         1   0.0615      0         1      -0.1116         0         1    0.0612         0         1    

18    -0.1094         0         1   0.1098      0         1      -0.1116         0         1    0.1094         0         1    

19    -0.1094         0         1   0.0943      0         1      -0.1116         0         1    0.0941         0         1    

20    -0.1094         0         1   0.2899      0         1      -0.1116         0         1    0.2908         0         1    

21    -0.1094         0         1   0.0664      0         1      -0.1116         0         1    0.0660         0         1    

22    -0.1127         1         0   0.2261      0         1      -0.1127         1         0    0.2258         0         1    

23    -0.1094         0         1   2.6251      0         1      -0.1116         0         1    2.6279         0         1    

24    -0.1094         0         1   0.1024      0         1      -0.1116         0         1    0.1022         0         1    

25    -0.1094         0         1   0.1725      0         1      -0.1116         0         1    0.1724         0         1    

26    -0.1094         0         1   0.0750      0         1      -0.1116         0         1    0.0730         0         1    

27    -0.1094         0         1   0.2716      0         1      -0.1116         0         1    0.2715         0         1    

28    -0.1094         0         1   0.1490      0         1      -0.1116         0         1    0.1493         0         1    

29    -0.1094         0         1   0.2024      0         1      -0.1116         0         1    0.2028         0         1    

30    -0.1094         0         1   0.2143      0         1      -0.1116         0         1    0.2149         0         1    

31    -0.1094         0         1   0.1799      0         1      -0.1116         0         1    0.1794         0         1    

32    -0.1094         0         1   0.1148      0         1      -0.1116         0         1    0.1144         0         1    

33    -0.1094         0         1   0.1148      0         1      -0.1116         0         1    0.1144         0         1    

34    -0.1094         0         1   0.4183      0         1      -0.1116         0         1    0.4194         0         1    

35    -0.1094         0         1   0.5030      0         1      -0.1116         0         1    0.5039         0         1    

36    -0.1094         0         1   1.4738      0         1      -0.1116         0         1    1.4844         0         1    

37    -0.1094         0         1   0.2376      0         1      -0.1116         0         1    0.2380         0         1    

38    -0.1094         0         1   0.1587      0         1      -0.1116         0         1    0.1583         0         1    
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39    -0.1094         0         1   0.1095      0         1      -0.1116         0         1    0.1091         0         1    

40    -0.1094         0         1   0.3830      0         1      -0.1116         0         1    0.3839         0         1    

41    -0.1094         0         1   0.6061      0         1      -0.1116         0         1    0.6071         0         1    

42    -0.1094         0         1   0.6471      0         1      -0.1116         0         1    0.6490         0         1    

43    -0.1094         0         1   0.0904      0         1      -0.1116         0         1    0.0905         0         1    

44    -0.1094         0         1   0.2954      0         1      -0.1116         0         1    0.2959         0         1    

45  -0.1094         0         1   0.0881      0         1      -0.1116         0         1    0.0879         0         1    

46  -0.1094         0         1   0.5139      0         1      -0.1116         0         1    0.5159         0         1    

47  -0.1094         0         1   0.1567      0         1      -0.1116         0         1    0.1563         0         1    

 
1.01 شعبه 

 
 

0


        1            2   
 

1.01 
 

 

0


        1            2   
 

1.03 
 

 

0


        1            2   
 

1.03 
 

 

0


        1            2   
 

1    -1.2008         0         1     0.2110       0         1     -1.3475       0         1     0.2110         0         1    

2    -1.1454         0         1     0.3518        0         1     -1.1815       0         1     0.3530         0         1    

3    -1.2393         0         1     0.1619        0         1     -1.4632       0         1     0.1607         0         1    

4    -1.1647         0         1     0.0608        0         1     -1.2392       0         1     0.0609         0         1    

5    -1.3724         0         1     0.0856        0         1     -1.8624       0         1     0.0851         0         1    

6    -1.6584         0         1     0.1412        0         1     -2.7203       0         1     0.1409         0         1    

7    -1.1791         0         1     0.1092        0         1     -1.2824       0         1     0.1088         0         1    

8    -1.1462         0         1     0.2586        0         1     -1.1839       0         1     0.2593         0         1    

9    -1.2078         0         1     0.1977        0         1     -1.3685       0         1     0.1974         0         1    

10    -4.0324         0         1     2.9736        0         1     -9.8423       0         1     2.9751         0         1    

11    -1.1934         0         1     0.1274        0         1     -1.3254       0         1     0.1274         0         1    

12    -1.2176         0         1     0.0593        0         1     -1.3979       0         1     0.0590         0         1    

13    -1.1733         0         1     0.1130        0         1     -1.2651       0         1     0.1130         0         1    

14    -1.1722         0         1     0.0827        0         1     -1.2618       0         1     0.0826         0         1    

15    -1.5969         0         1     0.0580        0         1     -2.5359       0         1     0.0577         0         1    

16    -1.9133         0         1     0.3273        0         1     -3.4852       0         1     0.3262         0         1    

17    -1.4235         0         1     0.0609        0         1     -2.0156       0         1     0.0606         0         1    

18    -1.2020         0         1     0.1091        0         1     -1.3513       0         1     0.1087         0         1    

19    -1.3731         0         1     0.0939        0         1     -1.8646       0         1     0.0938         0         1    

20    -1.1452         0         1     0.2917        0         1     -1.1807       0         1     0.2927         0         1    

21    -1.4064         0         1     0.0656        0         1     -1.9644       0         1     0.0652         0         1    

22    -1.2114         0         1     0.2256        0         1     -1.3793       0         1     0.2254         0         1    

23    -1.2400         0         1     2.6307        0         1     -1.4653       0         1     2.6334         0         1    

24    -1.1810         0         1     0.1021        0         1     -1.2882       0         1     0.1019         0         1    

25    -1.2062         0         1     0.1723        0         1     -1.3638       0         1     0.1722         0         1    

26    -1.5786         0         1     0.0720        0         1     -2.4810       0         1     0.0717         0         1    

27    -1.2001         0         1     0.2715        0         1     -1.3456       0         1     0.2714         0         1    

28    -1.1694         0         1     0.1495        0         1     -1.2534       0         1     0.1497         0         1    

29    -1.1659         0         1     0.2032        0         1     -1.2428       0         1     0.2035         0         1    
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30    -1.1467         0         1     0.2154        0         1     -1.1852       0         1     0.2159         0         1    

31    -1.1835         0         1     0.1790        0         1     -1.2958       0         1     0.1785         0         1    

32    -1.1936         0         1     0.1140        0         1     -1.3259       0         1     0.1137         0         1    

33    -1.1403         0         1     0.1140        0         1     -1.1660       0         1     0.1137         0         1    

34    -1.1534         0         1     0.4205        0         1     -1.2054       0         1     0.4216         0         1    

35    -1.1790         0         1     0.5048        0         1     -1.2822       0         1     0.5057         0         1    

36    -1.1415         0         1     1.4950        0         1     -1.1696       0         1     1.5055         0         1    

37    -1.1603         0         1     0.2384        0         1     -1.2262       0         1     0.2388         0         1    

38    -1.2040         0         1     0.1579        0         1     -1.3571       0         1     0.1574         0         1    

39    -1.1826         0         1     0.1087        0         1     -1.2931       0         1     0.1083         0         1    

40    -1.1531         0         1     0.3848        0         1     -1.2044       0         1     0.3857         0         1    

41    -1.1996         0         1     0.6081        0         1     -1.3441       0         1     0.6091         0         1    

42    -1.1603         0         1     0.6508        0         1     -1.2262       0         1     0.6526         0         1    

43    -1.1491         0         1     0.0907        0         1     -1.1925       0         1     0.0908         0         1    

44    -1.1600         0         1     0.2964        0         1     -1.2251       0         1     0.2969         0         1    

45  -1.2221         0         1     0.0876        0         1     -1.4114       0         1     0.0874         0         1    

46  -1.1474         0         1     0.5180        0         1     -1.1873       0         1     0.5200         0         1    

47  -1.2150         0         1     0.1560        0         1     -1.3903       0         1     0.1556         0         1    

 

اکارا واحدهای نشود و برای تنها برای واحدهای کارا تعریف میدانیم و پیشتر نیز اشاره شد، کشسانی همانطور که می

صویر ورودی محور را شود. که ما در اینجا توجی محور واحدها در نظر گرفته میتصاویر شعاعی ورودی محور یا خر

 30و  13، 06توان دید که در شعب ( و مقادیر کشسانی راست و چپ می0ایم. با توجه به جدول )در نظر گرفته

 یک و کشسانی چپ بیشتر از یک و در بقیه شعب مقادیر کشسانی کشسانی راست کمتر از βنسبت به مقادیر مختلف 

ا کرد که با افزایش ی توان بررسیباشد. به کمک جدول فوق میکمتر از یک می βراست و چپ بازای مقادیر مختلف 

ش و به چه میزان افزایها کدام های مطلوب یا ورودی، خروجی 63/6و  60/6ازه های نامطلوب به اندکاهش خروجی

1.01با توجه به مقادیر کران بالا و پایین کشسانی بازای  5یابند. به عنوان مثال در شعبه یا کاهش می   با ،

یابد. همچنین افزایش می 6750/6و  3810/0، خروجی مطلوب به اندازه  60/6افزایش خروجی نامطلوب به اندازه 

0.99به ازای  01در شعبه    با توجه به مقادیر کران بالا و پایین کشسانی، با کاهش خروجی نامطلوب به ،

 باید کاهش یابد. 1587/6ورودی به اندازه  60/6اندازه 

  ( آمده است.5ها در جدول )این نتایج برای تحلیل بهتر داده خلاصه
 

 

 خلاصه کشساني راست و چپ به ازای مقادير مختلف  -8جدول 

 0.97   
     

0
      

0
  

0.99   
     

0
      

0
  

1.01   
     

0
      

0
  

1.03   
     

0
      

0
  

min -0.1127   0.598 -0.1127   0.0583 -4.0324  0.058 -9.8423   0.0577 

max         0      2.9704           0         2.972 -1.1403  2.9736 -1.1660   2.9751 

Inf. response: 0         0 0          0 0         0 0        0 

No. of 
1:

1
 

 
       2         0 2          0 0         0 0         0 

No. of 
1:

2
 

 
      45      47      45         47  47        47 47      47 
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1.03شود کمترین مقدار کشسانی راست به ازای  ( ملاحظه می5انطور که در جداول )هم   و  -7013/0برابر با

,0.97بیشترین مقدار کشسانی راست به ازای  0.99   باشد. همچنین کمترین مقدار و برابر با صفر می

1.03کشسانی چپ به ازای      1.03و بیشترین مقدار کشسانی چپ نیز به ازای   6588/6و برابر با  و

0.97شود که در دست آمده است. همچنین ملاحظه می به 0850/1برابر با    در مورد کشسانی راست تمام

ها باید تغییر کنند و در مورد زمند تغییرند و در دو شعبه ورودیها نیاشعبه خروجی 05ها شدنی بوده در جواب

ها باید تغییر شعبه در خروجی 08مانند و در ها بدون تغییر میپ نیز جواب نشدنی نداریم و ورودیکشسانی چ

 گیری کرد. توان نتیجهمی  شود. همینطور در مورد بقیه مقادیر  حاصل

توان بررسی کرد که با تغییر مقدار جزئی از خروجی می 5و خلاصه شده آن در جدول  0ل با توجه به نتایج جدو

 نامطلوب، ورودی یا خروجی مطلوب کدام و به چه میزان باید تغییر کنند. 
 

 گیرینتیجه .8

 DMUکشسانی مقیاس و بازده به مقیاس دو ابزار کلیدی برای ارزیابی عملکرد واحدها هستند زمانی که یک 

وری وجود دارد یا خیر. در این مقاله روی اندازه کنند که زمینه برای افزایش بهرهافزایش یا کاهش یابد تعیین می

شده و یک فرمول برای محاسبه کشسانی بر اساس هزینه  کشسانی مقیاس بر اساس مدل کارایی هزینه متمرکز

های مطلوب پس از ها و خروجیگیری کشسانی براساس انتخاب ورودینوشته شد. همچنین در مورد اندازهواحدها 

شعبه از  08های واقعی دن کاربرد این روش، مدل روی دادههای نامطلوب بحث شد. برای نشان داتغییر خروجی

لی د کمک ماتوانایج به دست آمده در این مقاله میهای استانی کشور پیاده شد. نتیکی از بانک 3ه و درج 1درجه 

ییر توان با تغمقاله نشان داده شد که چگونه می ها به بانک استانی کشور ارائه دهد. در ایندر جهت کم کردن هزینه

ها را ن تابع پاسخ انتخاب کرد تا هزینهبه عنوا های مطلوب راها یا خروجیهای نامطلوب، ورودیاندکی در خروجی

الت تصادفی انجام داد. همچنین توان مدل فوق را در حپیشنهاد برای تحقیقات آینده، می کاهش داد. به عنوان یک

 ای هم به کار برد.همین کار را برای ساختارهای شبکهتوان می
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