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Abstract: Because cyberspace and Internet predominate in the life of users, in addition to 
business opportunities and time reductions, threats like information theft, penetration into systems, 
etc. are included in the field of hardware and software. Security is the top priority to prevent a cyber-
attack that users should initially be detecting the type of attacks because virtual environments are 
not monitored. Today, email is the foundation of many internet attacks that have happened. The 
Hackers and penetrators are using email spam as a way to penetrate into computer systems junk. 
Email can contain viruses, malware, and malicious code. Therefore, the type of email should be 
detected by security tools and avoid opening suspicious emails. In this paper, a new model has 
been proposed based on the hybrid of Scatter Searching Algorithm (SSA) and K-Nearest Neighbors 
(KNN) to email spam detection. The Results of proposed model on Spambase dataset shows which 
our model has more accuracy with Feature Selection (FS) and in the best case, its percentage of 
accuracy is equal to 94.54% with 500 iterations and 57 features. Also, the comparison shows that 
the proposed model has better accuracy compared to the evolutionary algorithm (data mining and 
decision detection such as C4.5).

Keywords: Email Spam Detection, K-Nearest Neighbors, Scatter Searching Algorithm, Feature 
Selection

I. INTRODUCTION

Sending email via the free internet services 
such as Gmail and Yahoo mail, have 

been become an ordinary tradition for 
communication between the users and even 
prominent people, politician, employees, 
business managers sensitive jobs are using 
from this service for sending the message. 
Definitely, the use of these free services is 
very easy and good services are provided to 
users, but personal information of users may 
be placed on advertising agencies, malicious 
intruders, spy systems, and superpowers of the 

world of technology that its result is sending 
spam to email users [1]. Today email is one 
of the most common human communication 
tools in daily life. However, generality and 
simplicity of using email have caused till 
to be the basis of the misuse of spammers 
and Internet hackers. Because the sending 
of millions of e-mail spams causes users' 
harassment, waste of time, costs, network 
resources, and bandwidth. So email spam has 
become a critical problem.

With development of cyberspace and the 
advancement of the new technologies and 
its extensiveness, it needs is felt that internet 
users should enhance their knowledge and 
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technical information same as technology 
progress and they should effectively step toward 
increasing coefficient of security and reducing 
for cyberspace offences. Everyday cyber crooks 
appears in variant deceitful way. They get most 
profit on the cyberspace and to reach their 
criminal purposes [2]. More than 90% of the 
Internet emails exchanged are mail spam, which 
is a significant number of fake emails, and users 
are often misled because they are unaware from 
the contents inside the emails [3]. Email spams 
are not just garbage, and since they include 
virus attachments and spy software that can be 
a serious hazard to the recipient and cause their 
information to be removed. Therefore we need to 
tools in order to email spam detection [4]. Email 
spam is kind of email which is sent to users in 
order to harassment, advertising or distribution 
of the virus [5]. Every day we face a huge amount 
of email spam from anonymous sites and users. 
Email spam is unpleasant dilemma for users who 
are constantly using the internet and email.

This paper proposes a new approach for email 
spam detection using the improved KNN [6, 7] 
and Scatter Search Algorithm (SSA) [8-10]. The 
KNN used for classifying examples and it is based 
on a sample with K samples which have more 
similar characteristics, it is classified. In this case, 
K sample based on distance to the new sample will 
be identified and it class that has most similarity 
for new sample is identified as a result of class for 
new sample. In this paper, email spam detection 
is based on improved SSA-KNN. Using the SSA 
the most important features are selected and in 
order to classifying are delivered to KNN.

The remainder of this paper is organized as 
follows: In section 2, the recent literature on email 
spam detection is reviewed. Section 3, describes 
the proposed model. Experimental results are 
presented in Section 4 and finally, in Section 
5, the drawn conclusions and future works are 
presented. 

II. RELATED WORKS

So far, several techniques have been developed 
to email spam detection, each technique works 
based on a specific method. In most methods, 
data mining algorithms and meta-heuristic 
algorithms are used. 

A new e-mail detection approach based on an 
improved Negative Selection Algorithm (NSA) 
called combined clustered NSA and fruit fly 
optimization (CNSA–FFO) has been proposed 
[11]. The system combined actual NSA with 
k-means clustering and FFO to enhance the 
efficiency of classic NSA. This method initially 
employs k-means clustering to generate the self-
set clusters and then uses the FFO algorithm 
for the training stage to optimize the random 
generated detectors. In the testing phase of the 
proposed CNSA-FFO, both cluster and detector 
sets are used to classify whether an e-mail 
sample is a spam. If the sample is undetected by 
any of the detectors, then it should be assigned 
to the nearest set and added as a new detector. 
The dataset used in this study were obtained 
from Spambase dataset of e-mail messages. This 
benchmark contains 4601 messages, in which 
1813 (39%) of the messages are marked as spam, 
whereas 2788 (61%) are labeled as non-spam. 
Experiments results in spam benchmark show 
that the performance of CNSA–FFO is better 
than the classic NSA and NSA-PSO, especially in 
terms of detection accuracy, positive prediction, 
and computational complexity.

Shuaib et al. [12] proposed the whale 
optimization algorithm (WOA), for the selection 
of salient features in the email corpus and rotation 
forest algorithm for classifying emails as spam 
and non-spam. The entire datasets were used, and 
the evaluation of the rotation forest algorithm was 
done before and after feature selection with WOA. 
The results obtained showed that the rotation 
forest algorithm after feature selection with WOA 
was able to classify the emails into spam and non-
spam with a performance accuracy of 99.9% and 
a low FP rate of 0.0019 on Spambase dataset. This 
shows that the proposed method had produced a 
remarkable improvement as compared with some 
previous methods.

In [13] an intelligent detection system based 
on Genetic Algorithm (GA) and Random Weight 
Networks (RWN) is given in order to email spam 
detection. The RWN is one of the methods taken 
from Artificial Neural Network (ANN). The 
FS using GA and training and testing sample 
have been done by using RWN. Evaluation has 
been done on SPAMASSASSIN, LINGSPAM, 
and CSDMC2010. Investigations demonstrated 
that the hybrid model of GA and RWN is more 
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accuracy than the Support Vector Machine 
(SVM). 

A new hybrid model based on the combining 
Intelligent Water Drops (IWD) algorithm and 
Naïve Bayes (NB) has been proposed for email 
spam detection [14]. The IWD algorithm is an 
algorithm based on swarm optimization from the 
view of the natural water drops that have inspired 
based on flows of water in the river. In the model 
of the combination of the IWD algorithm for 
FS and NB is used for classifying the sample. 
The results demonstrated that the percentage of 
accuracy of the hybrid model on SPAMBACE 
equal is to 94%.

In [15], the authors have presented the 
application of a classification model to classify 
spam emails from using a model- Deep Support 
Vector Machine (Deep SVM). Moreover, other 
classifier models like Support Vector Machine 
(SVM), Artificial Neural Network models 
have also been implemented to compare the 
performance of proposed Deep SVM model. 
Furthermore analysis has been done to compare 
all the performances using available numerical 
statistics obtained from these models to find 
the best model for the purpose. Fundamental 
criteria like Area under curve (AUC), Accuracy, 
F1 score, Recall, Precision were used to compare 
the models. Curves for ROC, Lift, Precision, 
and Recall are used for graphical analysis of the 
performances of these aforementioned models. 
The fundamental idea is to analyze performance 
of above mentioned models with each other and 
possibly find the best among them. The data set 
consists of 4601 instances. The performance of 
Deep SVM was significantly greater than that of 
other models with an accuracy of 92.8% while 
SVM and Artificial NN models fared at values of 
89.2% and 91.2% respectively.

In [16], an integrated approach of machine 
learning based Naive Bayes (NB) algorithm and 
computational intelligence based Particle Swarm 
Optimization (PSO) is used for the email spam 
detection. Here, NB algorithm is used for the 
learning and classification of email content as 
spam and non-spam. PSO has the stochastic 
distribution & swarm behavior property and 
considered for the global optimization of the 
parameters of NB approach. For experimentation, 
dataset of Ling spam dataset is considered and 
evaluated the performance in terms of precision, 

recall, f-measure, and accuracy. Based on the 
evaluated results, PSO outperforms in comparison 
with individual NB approach.

Hybrid model of DT and Logistic Regression 
(LR) has been proposed to spam base detection 
[17]. In the hybrid model of the LR for noise 
reduction and DT for creating rules and detecting 
spam examples have been used. The evaluation 
has been done on Spambase. The results showed 
that accuracy in the hybrid model is equal to 
91.67%.

Abdolahnezhad and Banirostam [18] 
proposed an e-mail detection system based on the 
modified classic NSA called NSA-II. This model 
improves the random generation of a detector in 
NSA using spam and non-spam spaces. In the 
NSA-II training phase, two sets of detectors are 
generated, one for spam detectors and other for 
non-spam detectors. The detectors output from 
the two sets are used in the testing phase. If one of 
the spam detectors identified a new pattern, then 
the e-mail realizes the spam pattern; otherwise, 
the pattern is considered as a non-spam pattern. 
The experimental result in spam base dataset 
shows that the detection performance of NSA-II 
is higher than the conventional.

Bayesian Classifier model for detection of 
email spam on the three datasets with 1000, 
1500, and 2100 samples has been tested [19]. In 
Bayesian classifier based on probability is done 
classification. The percentage of accuracy of three 
datasets is equal to 93.98%, 94.85%, and 96.46% 
respectively.

The hybrid model of PSO-Negative Selection 
Algorithm (PSO-NSA) in order to email spam 
classification has been proposed [20]. The 
evaluation has been done on Spambase dataset. 
In the model PSO-NSA, PSO is used to search 
features in the problem space and NSA is used 
for FS. The proposed model has two phases of 
training and testing. In the training phase using 
NSA and filtering, the number of samples will be 
selected. In the test phase, based on PSO-NSA 
appropriate decision is making for being spam or 
non-spam mail. The result showed that PSO-NSA 
compared with the NB, SVM-Distinguishing 
Feature Selection (SVM-DFS), and NSA has 
higher accuracy and compared to the SVM is the 
lowest accuracy. Percentage of accuracy in PSO-
NSA is 83.20 and NB, SVM-DFS, and NSA are 
78.8%, 71%, and 68.86% respectively.
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Hybrid model of Particle Swarm Optimization-
ANN (PSO-ANN) in order to email spam 
detection has been proposed [21]. PSO for FS 
and from ANN Multilayer Perceptron (MLP) has 
been used for training and testing samples. In 
PSO-ANN model from with activation function 
of SIGMOID for hidden layer 80% of dates for 
training and 20% of them has been used. The 
number of hidden layer in the ANN is between 
3 till 15 and repeat the PSO for FS is equal to 
200. Evaluation on LINGSPAM dataset with 481 
spam and 2171 non-spam and SPAMASSASISN 
with 6000 email has been done. Assessment on 
SPAMASSASINS and LING-SPAM has shown 
percentage of accuracy in PSO-ANN is 99.98% 
and 99.79% respectively. The comparison showed 
that the PSO-ANN compared to the SVM with 
Kernel Function, SVM with Radial Basis Function 
(RBF), and ANN-RBF has more accuracy.

GMDH of ANN model has been proposed 
to email spam detection. GMDH is one of the 
most important ANN which has high ability is 
modeling of complex data [22]. Not only does 
this model provide classic statistical modeling, 
it is a regular process to overcome statistical and 
ANN weaknesses. GMDH-based networks have 
emerged as a powerful supervised inductive 
learning approach in artificial intelligence. This 
type of ANN, contain a collection of neuron 
which is made by link different pairs via quadratic 
polynomial. Network with combination of several 
quadratic polynomials from all of neural for a 
collection from input with Lowest Output Error 
can be defined. GMDH model evaluation has 
been carried out on Spambase. Spambase dataset 
contain 58 features and 4601 sample. The samples 
in two classes’ non-spam and spam have been 
classified. The results with the selection of different 
features showed that percentage of accuracy in 
the model of GMDH is more than ANN MLP. 
The highest percentage of accuracy of the GMDH 
model is about 92.4% and in the ANN-MLP and 
NB are 91.7% and 75.4% respectively.

Decision Tree (DT), SVM and ANN and their 
combine on two datasets with 14 features have 
been tasted [23]. First dataset includes 504 emails 
(336 non-spams and 336 spams) and second 
date set contains 657 emails (387 non-spams and 
270 spams). In the model of decision tree of the 
entropy, SVM of Kernel Function, and ANN of 
the average error is used. Results showed that the 

percentage of accuracy in hybrid model is 91.07% 
and in DT, SVM, ANN are respectively 89.88%, 
88.69%. 89.88% and on the second dataset 
percentage of accuracy in hybrid model is 91.78% 
and DT and SVM and ANN are respectively 
90.87%, 90.87%, and 89.04%.

Quadratic-Neuron-Based Neural Tree 
(QUANT) model [24] is the combination of ANN 
and DT to email spam detection. The model has 
provided training and testing based on ANN 
and classification with C4.5. The C4.5 has been 
used for analyzing the main effective feature of 
email spam. In C4.5 each path from root toward 
a node represents a classification rule. Evaluation 
on two datasets of Spam-Assassin and Corpus 
2006 has been done. The evaluation on the Spam-
Assassin showed that the percentage of accuracy 
QUANT is equal 89.15 and NB, Sequential 
Minimal Optimization (SMO), and C4.5 is equal 
to 81.08, 88.62, and 73.08 were respectively. Also 
on Corpus 2006 percentage of accuracy QUANT 
is equal 90.87 and NB, SMO, and C4.5 is equal to 
88.15, 89.79, and 88.15 were respectively.

III. PROPOSED MODEL

One of the options for email spam detection 
is using FS. The FS issue in the classification 
field consists of obtaining a subset of variables to 
perform the task without taking the remaining 
variables into account. This means that 
important features should be chosen and based 
on them the type of mail should be detected. In 
the proposed model for FS from SSA and for 
classifying the samples we using the KNN. The 
initial population based on Spambase features, 
including 4601 samples, is produced in the 
proposed model. Each record from the dataset is 
equal to a candidate in SSA. When the candidate 
is created for FS number of the candidate will be 
chosen and then from each candidate number of 
the feature accidentally will be chosen. Selected 
features are evaluated based on distance with 
other candidates' features [25]. The point is that 
using compare features a candidate to be selected 
that for the stage of classification its performance 
to be suitable in neighboring detection in order to 
increase the accuracy of the diagnosis.

Figure (1) shows the flowchart of proposed 
model. First, the SSA-related operation was 
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performed to create a first population based 
on Spambase. Then a reference set of initial 
population in order to find the features will be 
selected. The reference set will be updated in 
several stages and optimal solutions are selected. 
Vectors that the distance between their features is 
less will be selected as an optimal vector.

 

 
Fig. 1. Flowchart of proposed model

Figure (2) shows the pseudo code of the 
proposed model, which combines SSA and KNN.

01: Procedure Proposed Model 

02: Begin (Scatter Search) 

03: Repeat 

04: Create Population (Pop, Pop‐Size) 

05: Repeat 

06: Selection (Pop1,Size) 

07: Selected‐Feature={} 

08: Feature Selection 

09: RS=Random Selection (count) 

10: VC=Vector Comparison based on distance (count) 

11: Evaluation (RS, VC) 

12: Select best vector 

13: Else Model Development 

14: Improvement (Current‐Solution, Improved‐Solution) 

15: Generate Reference‐set(Refset1, Refset2, Size_set1, Size_set2); 

16: Repeat 

17: Select Subset (Subset, subset‐size) 

18: Combine (Subset, Cur sol) 

19: improvement (Cur sol, improved ‐sol) 

20: until (Stopping criterion1); 

21: Update reference‐set(Refset1, Refset2, size_set1, size_set2); 

22: Until (Stopping criterion2) 

23: Until (Stopping criterion3) 

24: End else 

25: KNN Model: 

26: For i= 1 to class_number 

27: Train_data_class (i) =Partition (dataset, %) 

28: For each Feature in each class 

29: Calculate Euclidean distance 

30: If Yes: select that feature 

31: If No: go to KNN 

32: Test_data_class (i) =Partition (dataset, %) 

33: Evaluation test_data 

34: End for i 

 

Fig. 2. Pseudo code of the proposed model
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In the SSA with each repeat, candidates are 
improved and references set are updated. FS 
begins with the set of references and removes 
the worst feature iteratively while the solution 
improves. The goal of updating references set is 
creating optimal solutions and finds important 
features [26]. In this way, previous solutions are 
combined with new solutions and are created 
new solutions. Also, the size of the reference set is 
variable and for its updating, only the number of 
candidates can be updated. Combining references 
set solutions to enhance the solutions that have 
been obtained and updating references set with 
the solutions that are better than references set. 
In Figure (3) formation of candidate has been 
shown.

 

 

Fig. 3. Formation of candidate in SSA

In Figure (3) n and m are number of feature 
and number of sample respectively which amount 
of them equal to 57 and 4601. The vectors starts 
with an empty subset of features and iteratively 
adds the best feature as it improves the solution. 
In each stage from repeating improvement, it is 
possible number of candidate get less or more. 
In Figure (4), the creation of the new subset is 
shown.

  

Fig. 4. The creation of the new subset in SSA

The goal of combining solution is to create a 
better optimal solution. Amount of fitness of new 
solution with the previous solution is compared 
and if in increasing the accuracy of detection its 
performance be better as an improved solution 
will be added to the reference set.

3.1. K-Nearest Neighbors
The main criteria for the detection of similar 

samples in the KNN algorithm are the distance 
criterion. If a vector feature is defined 

 )(),...,(),( 21 xaxaxa n    for detecting neighbors 

form Euclidean distance according to Eq. (1) in 
order to get distance between two features of xi 
and xj is used.
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The KNN is a method for classifying test 

samples based on k closest training examples in 
feature space [27, 28]. The test sample is assigned 
to the class mostly occurring amongst its KNN. 
Usually, the Euclidean distance is used to measure 
the closeness of the samples. Based on KNN at 
first training samples will be evaluated and a 
model in order to similar between samples is 
created. Samples are classified based on distance 
and similarity. In the first case, a sample should 
be selected to classify that the maximum number 
of instances existed in its neighborhood. As a 
result, after the distance of Euclidean is calculated 
between samples with the sorting of elements 
based on Euclidean distance among k neighbor 
are calculated, the label which possesses majority 
to be to the unknown sample will be given.

3.2. Criteria of Evaluation
The results of the model proposed should 

be based on important criteria analyzed in the 
evaluation phase in order to its performance are 
measured. This criterion can be used both for 
training dataset at the stage of learning and test 
dataset at the evaluation stage is calculated [27]. 
In this paper, the percentage of accuracy is the 
most important detection criteria.



Samira Amjad et al. /A Novel Hybrid Approach for Email Spam Detection based on Scatter Search Algorithm and K-Nearest Neighbors.

 

   J. ADV COMP ENG TECHNOL, 5(3) Summer 2019                        187

100
FPTP

TPPrecision 


                       (2)

 

100
FNTP

TPRecall 


                               (3)

 

Recall)(Precision
Recall*Precision*2MeasureF


         (4)

  

100
FN)FPTN(TP

TN)(TPAccuracy 



   (5)

 
Accuracy1RateError                      (6)

  
True Positive (TP): numbers of samples that 

belong are positive class and classifier correctly 
assigns to positive class. False Positive (FP): 
numbers of samples that belong are not the 
positive class, but classifier incorrectly assigns 
to positive class. True Negative (TN): number 
of samples that a classifier correctly assigns to 
negative class. False Negative (FN): numbers of 
samples that belong are not the negative class, but 
classifier incorrectly assigns to negative class.

IV. EVALUATION AND RESULTS

In this section, evaluation of the proposed 
model has been done. Evaluation is done in 
programming VC# 2017 on the Spambase dataset 
[29] with 57 features and 4601 samples. VC# 
is based on a set of the classes’ library which 
contains a huge collection of components which 
have been made already. These components help 
to build programs as quickly as possible. VC# is 
a very powerful program and it can be used for 
programming with more management capabilities 
and easy to understand. At initial evaluation value 
of the parameter of k, the number of iteration and 
initial population are equal to 3, 100, and 100 
respectively.

4.1. Results without Feature Selection
In Table (1) results of the proposed model 

without FS and based on k has been shown. Table 
(1) shows that percentage of accuracy for k=3 
compared to other values of k are more. And also 
computational time by increasing the number 
of k is increased. Because searching for finding 
the entire similar neighbor needs to more time. 
Results of the Table (1) showed that percentage 
of accuracy with k=3 is equal to 71.94% and with 
with=7 is equal to 68.52%.

TABLE 1
RESULTS OF THE PROPOSED MODEL WITHOUT 

FS AND BASED ON NUMBER OF K
Proposed Model 

Criteria 
K=7 K=6 K=5 K=4 K=3 

67.42 68.23 69.58 69.15 70.25 Precision 

68.49 69.78 70.33 70.64 72.13 Recall 

67.95 68.99 69.95 69.88 71.17 F‐Measure 

68.52 68.42 69.11 70.13 71.94 Accuracy 

31.48 31.58 30.89 29.87 28.06 Error Rate 

1.35 1.09 1.15 1.11 1.08 Time (Sec) 

 

In the Table (2), the results of proposed 
model without FS and based on number of k 
and number of iteration have been shown. Table 
(2) showed that percentage of accuracy with 
200 times is more compared to with150 times. 
Against computational time with 150 times is less 
than 200 times. Most percentage of accuracy in 
150 and 200 times is equal to 76.72% and 79.95% 
respectively.
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TABLE 2
RESULTS OF THE PROPOSED MODEL WITHOUT 
FS AND BASED ON THE NUMBER OF ITERATIONS

Criteria 

k 

num
ber of 

iterations 

Tim
e (Sec) 

Error Rate 

Accuracy 

F‐M
easure 

Recall 

Precision 

1.00 23.28 76.72 76.85 78.46 75.32 3 

150 

1.21 24.84 75.16 75.34 76.57 74.16 4 

1.10 25.40 74.60 73.65 75.14 72.23 5 

1.06 26.82 73.18 71.97 72.91 71.06 6 

1.25 28.46 71.54 71.34 72.54 70.19 7 

1.17 20.05 79.95 78.70 79.30 78.12 3 

200 

1.36 21.83 78.17 76.79 77.34 76.25 4 

1.14 23.75 76.25 75.69 76.31 75.08 5 

1.16 24.79 75.21 74.72 75.10 74.36 6 

1.20 26.38 73.62 72.84 73.04 72.65 7 

 

In Figure (5), the proposed model result 
without FS and based on number of iterations 
has shown. Results of the Figure (5) indicate that 
the percentage of accuracy the proposed model 
without FS and with 200 times is more than 150 
times.

 

 

Fig. 5. Comparison of the results of the proposed model 
without FS and based on the number of iterations

In the Table (3) results of the proposed model 
without FS based on the number of k and number 
of the reference set with 100 iterations is shown. 
Number of reference set considered less than 
20. Table (3) showed that with increasing value 
of reference set the percentage of the accuracy 
increase. The reference set will be caused that 

search space to be broad and solutions of 
optimizing were found. Optimal solution means 
finding the best distance between features.

TABLE 3
RESULTS OF THE PROPOSED MODEL WITHOUT 
FS BASED ON THE NUMBER OF K AND 

REFERENCE SET
Criteria 

k 

reference set 

Tim
e (Sec) 

Error Rate 

Accuracy 

F‐M
easure 

Recall 

Precision 

0.9821 19.83 80.17 81.42 82.51 80.36 3 

8 

1.02 20.98 79.02 80.41 80.66 80.17 4 

1.05 21.82 78.18 79.54 79.76 79.33 5 

1.08 23.74 76.26 78.67 79.07 78.29 6 

1.17 24.51 75.49 78.09 78.38 77.81 7 

1.01 14.18 85.82 85.39 86.72 84.11 3 

12 

1.07 15.85 84.15 84.41 85.31 83.53 4 

1.12 16.35 83.65 83.81 84.19 83.44 5 

1.21 17.86 82.14 82.82 83.46 82.19 6 

1.26 20.94 79.06 79.74 80.15 79.35 7 

1.04 14.51 85.49 87.01 87.95 86.09 3 

16 

1.06 15.79 84.21 85.88 86.24 85.54 4 

1.11 16.39 83.61 84.01 84.79 83.26 5 

1.16 17.08 82.92 82.66 83.20 82.13 6 

1.27 18.89 81.11 81.62 82.64 80.64 7 

 

In Table (4) results of the proposed model 
without FS based on k and number of initial 
solution is shown. Number of initial solution 
based on references set is found. With the 
increasing number of solutions rate of accuracy 
increase, most percentage of the accuracy is equal 
to 83.07 which belong to 80 solutions.
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TABLE 4
RESULTS OF THE PROPOSED MODEL WITHOUT 
FS BASED ON THE K AND NUMBER OF INITIAL 

SOLUTION
Criteria 

k 

Num
ber of 

Solutions 

Tim
e (Sec) 

Error Rate 

Accuracy 

F‐M
easure 

Recall 

Precision 

0.9856 20.49 79.51 79.59 80.17 79.03 3 

 

40 

 

1.04 22.75 77.25 78.67 79.30 78.05 4 

1.07 23.19 76.81 77.37 78.29 76.48 5 

1.13 24.72 75.28 75.61 76.07 75.16 6 

1.20 25.95 74.05 74.91 75.19 74.64 7 

1.07 19.75 80.21 80.78 81.23 80.35 3 

 

50 

 

1.12 20.68 79.32 81.03 81.46 80.61 4 

1.15 22.71 77.29 79.72 80.22 79.24 5 

1.10 22.95 77.05 78.40 79.09 77.73 6 

1.21 23.82 76.18 76.56 77.05 76.08 7 

0.9830 16.93 83.07 83.45 83.66 83.25 3 

 

 

80 

1.00 17.36 82.64 82.53 82.94 82.14 4 

1.18 19.88 80.12 80.78 81.26 80.31 5 

1.25 20.92 79.08 80.25 80.95 79.58 6 

1.28 23.89 76.11 78.84 79.68 78.03 7 

 

 
4.2. Results of the proposed model with FS
In Table (5) results of evaluation of the 

proposed model based on FS and with 500 
iterations has been shown. Table (5) showed that 
FS to be so effective in increasing rate of accuracy. 
If number of FS to be less, percentage of accuracy 
of proposed model increases. Because of reducing 
features, find similar features in less time and the 
percentage of accuracy is higher. If the number 
of feature were equal to 15 and the percentage of 
accuracy of is equal to 98.92% and if the number 
of feature were equal to 57 features, percentage of 
accuracy is equal to 94.54%. Also if the number 
of feature were equal to 15 and precision is equal 
to 98.56% and if the number of the feature were 
equal to 57 features and the precision is equal to 
94.23%. The results of Table (5) showed that if the 
number of features increases, the computational 
time also increases.

TABLE 5
EVALUATION OF PROPOSED MODEL BASED ON 

FS AND 500 TIME REPEAT
Criteria 

FS 

Tim
e (Sec) 

Error Rate 

Accuracy 

F‐M
easure 

Recall 

Precision 

0.4568 1.08 98.92 98.67 98.80 98.56 15 

0.4621 1.47 98.53 98.44 98.56 98.33 20 

0.5124 1.66 98.34 97.99 98.14 97.86 22 

0.5638 1.84 98.16 97.47 97.61 97.34 25 

0.5984 2.36 97.64 96.88 97.30 96.48 28 

0.5992 2.67 97.33 96.77 97.42 96.13 32 

0.7215 3.75 96.25 96.73 97.26 96.21 36 

0.7508 3.83 96.17 96.52 97.02 96.03 40 

0.8236 3.32 96.68 95.87 96.08 95.68 42 

0.8751 3.25 96.75 96.00 96.15 95.86 45 

0.9062 3.49 96.51 96.09 96.45 95.74 48 

0.9079 3.18 96.82 95.98 96.46 95.51 50 

1.02 4.99 95.01 95.54 95.72 95.38 52 

1.05 5.68 94.32 95.72 96.31 95.14 54 

1.13 5.46 94.54 94.74 95.27 94.23 57 

 

Results showed that percentage of accuracy of 
the proposed model with FS is more. Also search 
space with reducing features to be limiter and 
therefore searching for finding similar feature 
in less time will be done. Table (6) shows a 
comparison chart of the proposed model based 
on FS.
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Fig. 6. Comparison chart of the proposed model based 

on FS and 500 iterations

4.3. Comparison and Evaluation
In this section, comparisons of proposed 

model with NSA and PSO-NSA have been shown. 
Table (6), showed that percentage of accuracy of 
the proposed model is more than NSA and PSO-
NSA and its value is equal to 94.54%.

TABLE 6
COMPARISON OF PROPOSED MODEL WITH NSA 

AND PSO-NSA
Models 

Criteria Proposed 
Model 

PSO-NSA 
[20]  

NSA  
[20] 

95.27 65.99 22.24 Recall 

90.27 93.42 99.16 
FPTN

TNSP


  

94.23 86.71 94.53 Precision 

82.13 80.87 66.24 
TNFN

TNNPV


  

94.74 74.95 36.01 F-Measure 
94.54 82.62 68.86 Accuracy 
68.15 63.37 36.06 

 
))()()((

))(())((
FNTNFPTNFPTPFNTP

FNFPTNTPCC





 

Specificity (SP), Negative Prediction Value (NPV), Correlation Coefficient (CC) 
 

In Table (7) comparison of the proposed 
model with RBF ANN-PSO based on training 
and testing has been shown. And value of 
training and testing are equal to 70% and 30% 
respectively. Results of comparisons showed that 
the proposed model has percentage of accuracy 
of more compare to RBF ANN-PSO.

TABLE 7
COMPARISON OF THE PROPOSED MODEL WITH 
RBF ANN-PSO BASED ON TRAINING AND TESTING

Decrease and 
increase the 

accuracy 
Accuracy 

N
euron 

M
odels 

Testing 

Training 

Testing 

Training 
-1.04 -1.01 88.05 89.05 10 

RBF ANN-
PSO 
[30] 

-1.01 -1.02 90.01 91.00 20 
-1.01 -1.01 90.09 91.08 30 
-1.01 -1.02 91.04 92.05 40 
-1.02 -1.00 90.06 93.01 50 
1.04 1.01 92.06 90.15 Run: First 

Proposed 
Model 

1.01 1.02 91.05 93.48 Run: 
second 

1.01 1.01 91.53 92.64 Run: third 

1.01 1.02 92.54 94.02 Run: 
fourth 

1.02 1.00 92.11 93.65 Run: fifth 
 

Table (8) comparison of the proposed 
model with the data mining model is shown. 
In comparison with data mining, the proposed 
model is more accurate. The number of TP 
samples in the proposed model is equal to 2686 
samples. According to the results of the Table (8) 
Logic Boost (LB), ANN-MLP, J48, and Bagging 
algorithm has more percentage of accuracy 
compared to other models. More detection of 
machine learning models is over 90%, but the 
percentage accuracy of the proposed model is 
higher than them. The maximum percentage of 
accuracy among machine learning models belong 
to Random Forest (RF) that its accuracy is equal 
to 93.89%. But the percentage of accuracy of 
the proposed model compared to it is equal to 
94.54%.

TABLE 8
COMPARISON OF PROPOSED MODEL WITH DATA 

MINING MODELS

FN TN FP TP 

The 
percentage of 

samples of 
correctly 
classified 

Models  

335 1478 192 2596 88.54 Naïve Bayes [31] 
334 1479 192 2596 88.56 Bayes Net [31] 

190 1623 134 2654 92.95 Logic Boost (LB) 
[31] 

151 1662 158 2630 93.28 MLP ANN [30] 

176 1637 133 2655 93.28 Stochastic Gradient 
Descent [31] 

183 1630 129 2659 93.21 sequential minimal 
optimization [31] 

173 1640 123 2665 93.56 KSTAR [31] 
259 1554 122 2666 91.71 Decision Tree [31] 
182 1631 170 2618 92.34 J48 [31] 
166 1647 115 2673 93.89 Random Forest [31] 
187 1626 202 2586 91.54 Random Tree [31] 
187 1626 138 2650 92.93 Bagging [31] 
272 1541 199 2589 89.76 Boosting [31] 
170 1628 117 2686 94.54 Proposed Model 
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In Table (9) comparison of the proposed 
model with combination models and meta-
heuristic is shown. The accuracy of most of the 
meta-heuristic models is more than 80% which 
have a high difference in accuracy compared to 
the proposed model. Percentage of the accuracy 
of Binary Ant Colony Optimization (BACO) 
algorithm is equal to 90.95% which against the 
percentage of accuracy of the proposed model is 
94.54%.

Table (9) comparison of the proposed model 
with combination models is shown. Percentage 
of accuracy most of the combination models are 
up to 90% and against the percentage of accuracy 
of the proposed mode is equal to 94.54% and 
even more. In the Table (9) you observing that 
Quantum Binary Gravitational Search Algorithm 
(QBGSA), Binary Quantum Particle Swarm 
Optimization (BQPSO) algorithm and Ant 
Colony Optimization (ACO) algorithm based 
on FS have more accuracy. In models of Table (9) 
from all of the features in order to classification 
is used.

TABLE 9
COMPARISON OF PROPOSED MODEL WITH 
COMBINATION MODELS AND META-HEURISTIC

Increase the 
accuracy of 

the proposed 
model 

Accuracy 
difference Accuracy Models Refs 

1.10 -8.64 85.90 GA 

[32] 

1.09 -8.3 86.24 AGA 
1.09 -8.27 86.27 IGA 
1.11 -9.53 85.01 BPSO 
1.09 -8.01 86.53 BDE 
1.08 -7.24 87.30 BACO 
1.07 -6.48 88.06 ABACO 
1.07 -6.77 87.77 ACO-GA 

1.06 -6.07 88.47 Pheromone 
Density ACO 

1.06 -5.89 88.65 SVM 
1.03 -3.59 90.95 MBACO 
1.11 -9.68 84.86 MRMR 
1.07 -6.89 87.65 Relief 
1.12 -10.2 84.34 KNN 
1.02 -2.44 92.1 BQGSA 

[33] 

1.02 -2.24 92.3 BQPSO 

1.02 -2.34 92.2 ACO based on 
FS 

1.03 -3.24 91.3 ACOH 
1.04 -3.94 90.6 GA 
1.05 -4.54 90.0 BPSO 
1.02 -2.34 92.2 IBGSA 

- - 94.54 Proposed Model - 
 

In Table (10) Comparison of the proposed 
model with other models based on the percentage 
of usage from samples of Spambase dataset is 
shown. Comparisons show that the proposed 
model has more percentage of accuracy compared 

to other models. Among other models, the most 
percentage of accuracy belongs to Stochastic 
Gradient Boosting Decision Trees and RF. Also, 
the least percentage of accuracy belongs to Deep 
Learning (DL) algorithm. Percentage of accuracy 
proposed model with 20% samples is equal to 
95.79%.

TABLE 10
COMPARISON OF PROPOSED MODEL WITH 
OTHER MODELS BASED ON PERCENTAGE OF 

USAGE OF SPAMBASE
Models SPAMBASE 

Spambase-5 Spambase-10 Spambase-15 Spambase-20 
Stochastic Gradient Boosting Decision Trees [34]  91.96  91.09  89.35  90.87 

RF [34] 91.30 90.44 90.00 90.22 
Extreme Learning Machine (ELM) [34]  70.87  73.04  67.61  64.78 

SVM [34]  91.52  90.44  86.30  87.39 
C4.5 [34]  86.09  86.09  81.96  84.13 
KNN [34] 69.91  70.44  65.00  62.39 

Linear Regression [34] 74.78 68.70 66.09 65.87 
ADABOOST [34]  88.48  87.83  85.22  86.09 
Naïve Bayes [34]  64.13  60.00  61.09  60.22 

Deep Learning (DL) [34]  60.87  61.30  39.13  39.13 
Proposed Model  97.45  96.063  95.75  95.79 

 

In Table (11) comparison of the proposed 
model with KNN, SVM and Linear Discriminant 
Analysis (LDA) have been shown. Comparisons 
show that the proposed model compared to the 
KNN, SVM and LDA models have more accuracy. 
Also, SVM compared with KNN, and LDA has 
more accuracy. More percentage of accuracy in 
the proposed mode is equal to 98.61%.

TABLE 11
COMPARISON OF PROPOSED MODEL WITH KNN, 

SVM, AND LDA
Accuracy FS Models  Run=4 Run=3 Run=2 Run=1 

79.18 79.18 80.29 86.63 5 

KNN [35] 

89.09 89.13 88.29 89.91 10 
90.57 90.59 89.57 90.46 15 
91.63 91.65 90.24 89.59 20 
91.57 91.04 90.46 90.13 25 
91.05 91.05 90.59 90.26 30 
87.78 87.87 87.31 88.22 5 

SVM [35] 

89.87 89.83 85.57 90.85 10 
90.74 90.72 85.78 90.94 15 
91.57 91.59 86.81 91.46 20 
91.52 91.55 86.22 92.09 25 
91.72 91.72 86.33 92.02 30 
84.57 84.57 83.63 83.48 5 

LDA [35] 

87.92 87.92 85.89 86.57 10 
87.42 87.42 87.48 87.00 15 
88.37 88.37 87.57 87.42 20 
89.13 89.13 88.07 87.94 25 
89.81 89.81 88.59 88.70 30 
Run=4 Run=3 Run=2 Run=1 FS 

Proposed 
Model 

96.54 98.56 97.35 98.12 5 
97.61 98.61 97.16 97.03 10 
95.32 97.35 96.20 96.46 15 
96.46 97.08 96.07 96.13 20 
95.34 96.16 95.32 96.85 25 
95.89 96.00 95.75 96.87 30 

 



Samira Amjad et al. /A Novel Hybrid Approach for Email Spam Detection based on Scatter Search Algorithm and K-Nearest Neighbors.

192                    J. ADV COMP ENG TECHNOL, 5(3) Summer  2019

V. CONCLUSION AND FUTURE WORKS

Email spam detection with developing viruses 
attack and get complicated of theirs function in 
the way their distribution, and it has become 
very difficult. Means that spammers are using the 
different way for sending email spam and content 
email are changed in order to not get recognized 
and so system of detection of email spam should 
get updated and as a filter detect email spam 
and non-spam. In this paper a model based on 
KNN and SSA for detecting email spam has been 
proposed. Results showed that the value of k in 
KNN on percentage of accuracy had positive 
effect and if value of k was less, the percentage of 
accuracy was more. Also FS on the classification 
was so effective and number of feature had 
unequal relationship with percentage of accuracy 
such that with increasing number of features 
percentage of accuracy is reduced. Comparison 
showed that the proposed model had more 
accuracy compared to algorithms like PSO, ANN, 
NB, GA, and SVM. For future works we consider 
to use hybrid of fuzzy models and date mining to 
email spam detection.
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