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Abstract – Multiple people detection and 
tracking is a challenging task in real-world crowded 
scenes. In this paper, we have presented an online 
multiple people tracking-by-detection approach 
with a single camera. We have detected objects with 
deformable part models and a visual background 
extractor. In the tracking phase we have used a 
combination of support vector machine (SVM) 
person-specific classifiers, similarity scores, the 
Hungarian algorithm and inter-object occlusion 
handling. Detections have been used for training 
person-specific classifiers and to help guide the 
trackers by computing a similarity score based on 
them and spatial information and assigning them 
to the trackers with the Hungarian algorithm. To 
handle inter-object occlusion we have used explicit 
occlusion reasoning.  The proposed method does 
not require prior training and does not impose 
any constraints on environmental conditions. 
Our evaluation showed that the proposed method 
outperformed the state of the art approaches 
by 10% and 15% or achieved comparable 
performance

Keywords- detection; tracking; crowded-scenes; 
online tracking
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I. INTRODUCTION

People detection and tracking is a crucial 
pre-processing step in a wide range of 

video analysis applications such as video 
surveillance, human-computer interaction, 
robotics, entertainment, intelligent control and so 
on. Although extensive research has been done 
in this field, due to several challenges, it is still 
an active and challenging field of research. The 
main difficulties and challenges in this field are 
changes in illumination, lack of variability in 
different objects clothing, inter-object occlusion 
and object occlusion caused by other scene 
objects. It should also be noted that most of the 
above applications require online detection and 
tracking which use information from the past and 
present. Our goal in this paper is to detect and 
track multiple objects online and improve the 
existing results.

To overcome the mentioned difficulties 
we have proposed an online tracking-by-
detection approach which uses information 
from the detection bounding box and trains a 
person specific classifier which yields useful 
discriminative information for each target and 
predicts the targets states using this information, 
spatial information, and an inter-object occlusion 
reasoning. We have not imposed any constraints 
on the environmental conditions such as the 
targets appearance, background and foreground 
illumination, the objects pose, etc. Our approach 
has the following strengths:

• Handling inter-object occlusion
• Handling lack of variation between 

different  targets clothing and appearance
• Identifying targets with no movement
• Identifying targets with different poses

1- Department of Computer Engineering, Amirkabir 
University of Technology (srahmatian@aut.aci.ir)
2- Department of Computer Engineering, Amirkabir 
University of Technology (safa@aut.ac.ir)



16                  Journal of Advances in Computer Engineering and Technology, 1(2) 2015

• Handling short-term occlusion between 
the moving objects and other scene objects

It also shows the following drawbacks:
• Inability to handle long-term occlusions 

between the object and other scene objects
• The target has to be present in a certain 

number of frames to be tracked
• High resolution imagery is required for 

the detection phase
• If there is no detection associated to the 

tracker, it can only detect the target for a 
limited number of frames

This paper is organized as follows: Section II 
gives a brief overview of the related and state of 
the art work in the area of pedestrian detection 
and tracking. Sections III and IV describe 
the proposed detection and tracking methods 
respectively. Section IV gives a summary of the 
detection and tracking algorithm, and describes 
all the components used in our tracking algorithm. 
Section V introduces the employed datasets, 
evaluation methodology and metrics, and the 
results. Finally, conclusions and future work are 
given in Section VI.

II. RELATED WORK

Human detection and tracking has been an 
active research area for decades. A complete 
review of this field is beyond the scope of this 
paper. From one aspect we can divide human 
tracking into two groups: single people tracking 
and multiple people tracking. Single people 
tracking can be performed by adaptive visual 
tracking based on structured output predictions 
[1]. Another approach for single tracking is 
by estimating the target location and motion in 
every frame and building the trajectory through 
interpolation and based on P-N learning [2]. 
Tracking multiple people is much more complex 
and complicated due to the data association 
problem, interactions between different targets, 
and lack of knowledge about the number of 
targets a-priori and its changes over time.

Tracking multiple people can be performed 
online or offline. Online tracking considers past 
states and present observations while offline 
tracking also considers future information. It 
is obvious that since offline tracking uses more 
information, it can yield better and more improved 
results. Offline tracking can be performed by 

minimizing a continuous energy function [3], or 
using a discrete-continuous Conditional Random 
Field (CRF) for multi target tracking that handles 
inter-object occlusion [4]. In [5], Zamir et al. use a 
generalized minimum clique problem to solve the 
formulated optimization problem. The approach 
in [6] is a type of tracking-by-detection which 
uses [3] as the baseline tracker and [7] as the 
baseline detector, and proposes a joint detector by 
combining the baseline detector with a detector 
for pairs of people. Also it investigates tracking 
failure cases and trains a detector to overcome 
these cases and at last trains the detector with 
the people tracker in the loop. Li et al [8] learn 
affinity models by a Hybrid Boost algorithm for 
tracking multiple targets.

Although offline tracking can yield more robust 
results, time critical and security applications 
require online tracking. In [9], Benfold et al. 
use Histogram of Oriented Gradients (HOG) 
detections with Kanade-Lucas-Tomasi (KLT) 
tracking and Markov-Chain Monte-Carlo Data 
Association (MCDMA) for real time tracking. In 
[10], online multi person tracking is performed 
in a particle-based framework in which a 
combination of final detections, continuous 
detector confidence and classifier output are used 
to guide particles. In [11], Kuo et al. use detection 
responses and learn online discriminative 
appearance models for tracking multiple targets. 
In [12], Shu et al. propose an online multi person 
tracking-by-detection method which is based 
on the Deformable Part Model (DPM) detector 
[7] and a tracking method based on dynamic 
occlusion handling and Support Vector Machine 
(SVM) detectors for each tracker. Although 
all the above methods achieve relatively good 
results, they all have weaknesses and can be 
improved. For example, [11] suffers when faced 
with appearance changes and occlusion and [9] 
only uses head detections which is not always 
appropriate and sufficient.

III. DETECTION

The detection we have used in this paper 
is a combination of the DPM detector and a 
background subtraction algorithm called VIsual 
Background Extractor (ViBe) [13]. First we 
briefly explain the above algorithms and then we 
introduce the proposed detection approach.

A. DPM
The DPM detector is based on a set of star-
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structured part-based models. Each model is 
a combination of a “root” filter, a set of part 
filters, and deformation models associated to 
them. The part filters can adjust their positions 
with respect to the root filter in order to capture 
these possible deformation models. The detection 
score of the model is the sum of the root filter 
response, part filter responses, and a deformation 
cost that measures the difference of the part 
filters from their ideal positions relative to the 
root. To be more precise, the detection score for 
a detection hypothesis h=(p_0,…p_n), where p_
i=(x_i,y_i,l_i) is the ith part which is specified by 
its position and level, is computed as:

score(h) = ∑ Fi′.∅(H, pi)n
i=0 − ∑ di.∅d(dxi, dyi)n

i=1 + b

     (1)

where  F`i is the score of the ith part filter, 
H is the HOG feature pyramid, Ø(H,Pi) is the 
vector obtained by concatenating the feature 
vectors from H at the subwindow of part pi , di 
is a four dimensional vector which specifies the 
coefficients of the deformation features, (dxi , 
dyi) is the displacement of part i relative to its 
anchor position and Ød (dxi , dyi) are deformation 
features [7].

B. ViBe
The ViBe background subtraction algorithm 

combines different methods for motion detection. 
This technique is seen as a classification problem, 
in which each new pixel value is classified with 
respect to its neighborhood in the specified 
color space. The technique stores a set of 
values taken in the past at the same location of 
the pixel or its neighborhood. In the next step, 
this set is compared to the current value of the 
pixel and it is determined if this pixel belongs 
to the background or not. A difference between 
this algorithm and other existing algorithms is 
that a new value when compared to background 
samples should be close to some of the samples 
and not the majority of them. This difference 
makes the approach more reliable since it is 
better to estimate the background pixels with a 
small number of close values rather than just a 
large number of values. 

This method uses the first frame to initialize 
the background model. The next step for this 
algorithm is updating the model. A conservative 
update policy is used, meaning that a foreground 

pixel is included in the background model only if 
it is classified as a background sample. This policy 
gives sharp detections, but when a background 
sample is incorrectly classified as foreground 
it prevents the background pixel model to be 
updated and creates a deadlock. Therefore, a 
solution is needed to update background pixel 
models which are covered with foreground pixels. 
A new background sample of a pixel should also 
update the models of its neighboring pixels to 
solve this problem [13].

C. Combining DPM and ViBe
First we have used the pre-trained DPM 

detector with specific and fixed settings to give 
us the initial detections. The detection obtained 
from this detector includes false positives due to 
structures that resemble the human body, and false 
negatives due to occlusion, etc. To reduce false 
positives, first we remove bounding boxes which 
contain a specific percentage of another bounding 
box. In other words, we remove detections which 
are falsely detected as overlapping detections. 
For the second step, we obtain the ViBe results 
and compare them to the detections. If the 
bounding box contains more foreground pixels 
than a pre-defined threshold, we consider it as a 
valid detection; if not we consider it as a false 
positive and remove it. For the last step, bounding 
boxes with overlap are considered such that one 
is the base detection and all the other overlapping 
boxes are considered as background pixels, if the 
base detection has more foreground pixels than 
the defined threshold, we consider it as a true 
positive; otherwise, we remove it from the valid 
detections. Fig. 1 shows the results of each step 
on frames of the TUD-Stadmitte dataset.

IV. MULTI TARGET TRACKING
In this section we have described the different 

components of our tracking algorithm. Fig. 2 
shows the summarized algorithm.

A. Person-specific classifiers
Similar to [12] we have trained online person 

classifiers for each target. For each frame, the 
detections are classified by the classifiers. We 
extract features from the bounding boxes and 
train with a linear SVM classifier. There are 
different types of features which can be used to 
train the classifier. 
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Figure 1. Results of the different stages of our detection 
approach. (a) The result of the DPM detector on frame 7043, 
(b) The result of stage 1 applied on (a), which shows that the 
overlapping detection has been removed. The result of stage 
2 which is performed on frame (c) is shown in (d), it can be 
seen that the falsely detected background has been removed. 
Frame 7035 after stage 2 is shown in (e), and (f) is the result 
of stage 3 on (e) which we can see the falsely detected object 
has been successfully removed.

Input: New Image Frame at time 𝑡𝑡 and existing trackers: {𝑡𝑡𝑡𝑡𝑘𝑘}𝑘𝑘=1𝐾𝐾

Perform Human detection: {𝑑𝑑𝑛𝑛}𝑛𝑛=1𝑁𝑁

for all trackers do:
       for all detections do:
              Compute person specific classification scores between the existing 
tracker and detection 𝑆𝑆(𝑑𝑑𝑛𝑛 , 𝑡𝑡𝑡𝑡𝑘𝑘).
              Compute similarity score between detection and existing tracker
using equation (2).
       end
end
Solve the Hungarian algorithm to determine the detection assignments to 
the existing trackers.
Check if there is a new target.
for all targets do:
       if new target then
              Initialize a new tracker
              Increase total number of trackers: 𝐾𝐾 = 𝐾𝐾 + 1
       else
              Predict trackers velocity: 𝑣𝑣𝑘𝑘,𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝
              Predict the trackers state using equation (4)
              Update the trackers state using equation (3)
       end
       Perform occlusion reasoning and save trackers model.
       Update person-specific classifiers.
end
Check if any of targets need to be deleted
Output: updated trackers: {𝑡𝑡𝑡𝑡𝑘𝑘}𝑘𝑘=1𝐾𝐾

Figure 1. Algorithm summary 

Based on [14] these features are: gradient 
histogram, gradients, grayscale, color, texture, 
self-similarity and motion. Among these 
features the HOG features have shown the best 
performance. The HOG feature is used in the 
detection step, so it is better to use a different 

feature to compliment this feature in tracking. We 
have used the HSV (Hue, Saturation, and Value) 
color space histogram of the image as features for 
the classifier. 

The detections in the trajectory of the current 
tracker are used as the trackers positive examples 
and detections in the trajectory of other trackers 
are used as negative examples.

B. Data Association
Data association in this paper refers to 

matching the detection responses to existing 
human trackers. Since we are tracking multiple 
people online and we use only the information 
from the past and present, our data association 
uses Markov models to build the trajectories 
based on the observations. For this task, we have 
used the Hungarian algorithm [15] which is a 
well-known algorithm for solving the weighted 
bipartite matching. The Hungarian algorithm 
solves the assignment problem by assigning the 
present detections to the existing trajectories in 
a way that the sum of the similarity scores is 
maximized. Unlike the greedy algorithm which 
picks the highest scoring pair in each step, this 
algorithm solves the problem so that the sum of 
all the picked pairs is maximized. 

In time t, if we suppose to have N detection 
responses (d1,d2,…,dN ) and K trackers (t1,t2,…,tK), 
we compute an n × k similarity matrix S whose 
rows are the detections and its columns are the 
trackers.

To compute the similarity score between the 
detection n and the tracker k, we use the following 
equation based on the svm classifier score, spatial 
proximity, overlap and predicted state,

S(dn, trk) = Asvm(dn, trk) × Apos(dn, trk) × Aarea(dn, trk)

× Apred(dn, trk) (2)

                                 
The term Asvm is the output of the person-

specific classifier trained for target k. Apos is the 
Euclidean distance between the center of the 
detection n and tracker k. Aarea is the overlap 
area between detection n and tracker k.Apred 
is the overlapping area between tracker k and 
the position of the tracker if the detection n is 
selected. All the terms are normalized between 
0 and 1; thus the similarity score is a number 
between 0 and 1. Similarity scores which are 
below a defined threshold are assumed to be zero. 
Matching pairs are selected from the similarity 
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matrix with the Hungarian algorithm. This does 
not mean that there is always a pair for each 
detection or tracker; there might be a detection 
to which no tracker is assigned to and vice versa.

C. Tracker initialization and termination
If for T consecutive frames we have a detection 

of the same person which is not assigned to any of 
the existing trackers, we initialize a new tracker. 
To see if the detections belong to the same person, 
we compute a similarity score between them and 
if it is above a defined threshold, we assume the 
detections belong to the same person. 

A tracker is terminated in two cases: The first 
case uses the same strategy used in initialization; 
if for T consecutive frames a tracker is lost, we 
terminate the tracker. In the second case, we 
compare the tracker with the vibe result; if the 
tracker contains background pixels above the 
defined threshold, we terminate it.

D. Tracker Updating
The tracker is updated based on two factors: 

the trackers predicted velocity and the detection 
assigned to it, as follow:

trk,t =  �1 − S�dassign, trk�� × trk,pred + S�dassign, trk�

           × dassign                                                (3)  

where S(dassign,trk) is the similarity score 
between tracker  k and the detection assigned to 
it (if there is no assigned detection this score will 
be zero), dassign is the assigned detections state, trk,t 
is tracker k’s updated state at time t. Now, trk,pred 
is computed as:

trk,pred =  trk,t−1 + vk,pred (4)

The predicted velocity is based on the 
trackers position in the F previous frames. In 
other words, the trackers velocity is the average 
velocity computed in the F previous frames. The 
second factor of (3) might exist and might not. If 
no detection is assigned, the updated state only 
depends on the predicted state which is only 
based on the predicted velocity.

E. Inter-object occlusion handling
We have tried to detect inter-object occlusion 

by computing the overlap between our tracker 
and the other existing trackers. When a new 

tracker is initialized, we save its image in that 
frame as its model. In each frame, we update 
this model. If the tracker does not have overlap 
with the other existing trackers, the new tracker’s 
image is replaced as the new model. If the tracker 
has overlap with other trackers, the occluded 
area is replaced with the corresponding area of 
the saved model. Consequently, the new tracker’s 
image which has been reconstructed is saved 
as the new model, and is used in retraining the 
person-specific classifier.

V.  EVALUATION AND EXPERIMENT RESULTS

We have evaluated our proposed method with 
three publicly available datasets; the Parking Lot 
dataset [12], Pets S2.L1 dataset [16], and the TUD- 
Stadmitte dataset [17].  All the datasets include 
semi-crowded to crowded scenes, occlusions 
and are all outdoor scenes captured with static 
cameras. We have not used information from the 
camera, ground plane or obstacles in the image. 

For the DPM detector, we have used voc-
release 4.01, and we have set the detection score 
threshold and the NMS overlap to -0.6 and 0.4, 
respectively, for all three datasets. Since this 
detector requires high quality imagery for this 
part, we have upsampled the frames for the Pets 
S2.L1 and TUD-Stadtmitte datasets. For the 
background subtraction the radius R has been set 
and fixed to 20, the threshold T to 2, and N has 
been set to 20.

In the implementation of tracking, we have 
used 125 bin HSV color histograms as feature 
vectors for the person-specific classifiers. The 
results have shown better performance for the 
histogram-based classifiers in HSV color space 
than in RGB color space. The training data for 
each person-specific classifier consists of up to 
100 positive samples and 100 negative samples. 
When the number of collected samples exceeds 
this limit, we delete the oldest ones to ensure the 
model is up to date.

A. Datasets
The parking lot sequence is a modestly 

crowded scene including groups of pedestrians 
walking in queues. The challenges in this dataset 
include long-term inter-object occlusion, and 
similarity of appearance among the people in the 
scene. This sequence consists of 1,000 frames 
of a relatively crowded scene with up to 14 
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pedestrians. This dataset’s frame resolution is 
1920 ×1080, and the frame rate is 29 fps. The 
TUD-Stadmitte dataset contains 200 consecutive 
frames taken in a typical pedestrian area. This 
sequence has a low camera angle and frequent 
occlusions. The frame resolution is 640×480 and 
frame rate of 13-14 fps. The Pets S2.L1 dataset 
is filmed from an elevated viewpoint and is 
795 frames long, showing up to 8 people. This 
dataset’s frame resolution is 768×576 and the 
frame rate is 7 fps.

B. Metrics
We evaluate our tracking results using 

the standard CLEAR MOT (Multiple Object 
Tracking) metrics [16,18], MOTP (multiple 
object tracking precision), MOTA (multiple 
object tracking accuracy), MODP (multiple 
object detection precision), MODA (multiple 
object detection accuracy), precision and recall. 
TP measures the precision of true positive 
tracked object positions, while TA considers 
false negatives, false positives, and ID-switches. 
Therefore, TA is a more effective factor in 
people detection and tracking and is our main 
focus in this paper. Recall measures the number 
of correctly marched detections divided by the 
total number of detections in the ground truth. 
Precision measures the number of correctly 
marched detections divided by the number of 
output detections.

For all datasets, we have considered the 
detection a true positive if it has at least 50% 
overlap with the ground truth. In computing 
MOTA and MODP, we have assumed cm=1, cf=1 
and    cs=log10 ID-SWITCH.

C. Results
The detection results for the Parking Lot, 

TUD-Stadmitte and Pets datasets are shown 
in Table 1, Table 2, and Table 3, respectively. 
The results have been improved for all three 
datasets, which is predictable and reasonable. 
The percentage of improvement is different for 
the three datasets. This is due to the nature of 
the datasets and also gives us information about 
the videos. For the parking lot dataset, the first 
stage has 2.84% improvement which shows 
that we have a small number of false positives 
due to falsely detecting two objects instead of 
one object. Stage 2 and stage 3 have a small 
improvement. For the TUD-Stadmitte dataset, 
we have a relatively large improvement in all 

three stages. We can conclude that the DPM 
detection has a large number of false positives 
due to falsely detecting two objects instead of one 
object, and falsely detecting the background as 
an object. This means the background is similar 
to the objects. The Pets dataset percentages are 
similar to the Parking lot dataset, meaning stage 
1 has a high improvement in comparison to the 
other two stages. Table 1 has a 5th column which 
compares our detection results with the results in 
[12]. We can see that our algorithm has improved 
the accuracy, but the precision has decreased due 
to the fact that [12] considers an occlusion model 
and their detection is based on part models which 
is more precise. It should be noted that [12] 
focuses on improving the false negative rate by 
detecting humans which have not been detected 
due to occlusion and only their head or upper 
body is visible, while our method improves the 
false positives by identifying the falsely detected 
humans which have similar features to the 
background.

The tracking results are shown in Table 4. Our 
method has improved the accuracy in comparison 
with [12] on the Parking Lot dataset. MOTP and 
MOTA are significantly increased in comparison 
to [3] and [4] on the TUD-Stadmitte dataset. 
This shows that our method has the state of the 
art performance in tracking. Our method does 
not have improvement on the Pets dataset in 
comparison to [3]; but our results are comparable 
and the algorithm has the capability to achieve 
better results.

Table 1.Detection results on the Parking Lot dataset
Parking Lot DPM[7] Stage1 Stage2 Stage3 Shu et al.[12]

MODP 71.56 71.58 71.58 71.6 74.4

MODA 77.35 80.19 80.36 81.74 79.8
 

Table 2. Detection results on the TUD-Stadmitte dataset

TUD-Stadmitte DPM Stage1 Stage2 Stage3

MODP 76.16 76.11 76.99 76.8

MODA 48.53 55.96 76.04 79.07
 

Table 3. Detection results on the Pets dataset

Pets DPM Stage1 Stage2 Stage3

MODP 75.2 75.2 75.2 75.25

MODA 55.97 79.26 80.09 83.95
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Table 4. Comparison of tracking results

Method MOTP MOTA Precision Recall

Parking Lot 72.63 86.91 94.22 92.65

Parking Lot[12] 73.77 77.1 - -

TUD-Stadmitte 75.65 74.65 97.37 76.82

TUD-Stadmitte[3] 65.8 60.5 - -

TUD-Stadmitte[4] 61.6 56.2 - -

Pets 73.6 80 93.12 87.39

Pets[3] 76.1 81.4 - -
 

Figure 3- Selected frames of the tracking results from 
the Parking lot dataset

Figure 4- Selected frames of the tracking results from the 
TUD-Stadmitte dataset

We have used fixed parameters for all three 
datasets and since the frame rate is lower for 
the Pets dataset in comparison to the other two 
datasets; we should set the parameters so that 
they would be suitable for this dataset. Also our 
method shows that it can achieve better results 
for videos which have frequent inter-object 
occlusion since its main strength is explicit inter-
object occlusion reasoning. Fig 3. and Fig 4.show 
tracking results on selective frames from the 
Parking Lot and TUD-Stadmitte datasets.

VI. CONCLUSIONS 

In this paper, we have presented a multi target 
tracking algorithm which is based on detection. 
Our detection approach is a DPM based approach 
which removes false positives by using a 
background subtraction algorithm and a heuristic 
for identifying falsely overlapping humans and 
removing them. We have trained a person specific 
classifier based on HSV histogram features, and 
velocity prediction for determining the targets 
next state. Explicit occlusion reasoning has been 
employed for detecting inter-object occlusion 
and improving the results. Our results show that 
we have outperformed or achieved comparable 
performance to the state of the art approaches. 
For future work, we plan to use information from 
super-pixel segmentation of the object instead of 
information from the object bounding box. Also 
we can achieve better results of we employ a 
parameter learning algorithm.
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