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Abstract: 
In the networked world of the 21st century, artificial intelligence (AI) has 

increasingly penetrated many aspects of human existence and biology. Such 

emerging technologies have caused complex and unpredictable socio-

technical changes. These developments have created practical uncertainties 

and opaque conditions, and have confronted humans with many ethical 

challenges. To address ethical concerns, a flexible ethical approach is needed 

that can stretch across disciplinary, national, cultural, and other boundaries, so 

that it can be applied to emerging technologies, including artificial 

intelligence, by covering global gaps and guiding human performance. 

Understanding the importance of the subject, in this paper, the goals of 

artificial intelligence and philosophical perspectives in technological ethics 

are explained. In addition, a comparison of virtue ethics with principled ethics 

and how to live well with this approach, as well as the ethical challenges of 

social robots and the ethics of these robots, have been examined. The results 

of the research suggest that in this fluid ethical landscape, what is needed is 

an ethics that relies on the presence of flexible, insightful, and practically wise 

human agents. Virtue ethics can illuminate the ethics of emerging 

technologies and guide the good life in the age of artificial intelligence. 
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 1و شکوفایی انسان اخلاق فضیلت ،هوش مصنوعی
 

 3رقیه ناظم فر 2 بهمن زاهدی

 

 چکیده
( در بسیاری از ابعاد وجودی و زیستی انسان AIای قرن بیست و یکم، هوش مصنوعی )در جهان شبکه

پیچیده و  اجتماعی-های نوظهوری موجب تغییرات فنیآوریکرده است. چنین فنای پیدا نفوذ فزاینده
ده های عملی و شرایط ناشفافی را به وجود آور بینی شده است. این تحولات، عدم قطعیتغیرقابل پیش

های اخلاقی به رویکرد های اخلاقی زیادی مواجه ساخته است. برای رفع نگرانیو انسان را با چالش
منعطفی نیاز است که بتواند در سراسر مرزهای انضباطی، ملی، فرهنگی و سایر مرزها کشش اخلاقی 

وعی هوش مصن از جملهنوظهوری  آوریهای جهانی برای فندهی شکافپیدا کند، طوری که با پوشش
ف هوش اهد، ااعمال شود و عملکرد انسان را هدایت کند. با درک اهمیت موضوع، در نوشتار حاضر

 فضیلت لاقاخ یاند. علاوه بر این، مقایسهتبیین شده آوریهای فلسفی در اخلاق فندیدگاه و یمصنوع
 هایهای اخلاقی ربات، چالشاصولگرا و نحوه زندگی خوب با این رویکرد، همچنین هایبا اخلاق

ه در ک. نتایج پژوهش حاکی از آن است مورد بررسی قرار گرفته استها اجتماعی و اخلاق این ربات
این چشم انداز اخلاقی سیال، آنچه که نیاز هست، اخلاقی است که بر حضور عوامل انسانی 

وظهور های نآوریتواند اخلاق فناخلاق فضیلت می. پذیر، فهیم و عملًا خردمند متکی باشدانعطاف
تواند بدر رباتیک نیز اخلاقی که  .کند و راهنمای زندگی خوب در عصر هوش مصنوعی باشد نرا روش

                                                                                                                   

 72/60/1464 ؛ تاریخ پذیرش:60/60/1464 . تاریخ دریافت:1
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جر به دهد و منهای مورد نیاز برای قضاوت عاقلانه و خوب در چنین شرایط ناپایداری را پرورش ویژگی
  .تعالی و شکوفایی انسان شود، اخلاق فضیلت است

 
 هوش مصنوعی، اخلاق فضیلت، شکوفایی انسان واژه: کلید

 
 مقدمه

ت. مکاتب اصلی بوده اس« زندگی خوب»هایی برای راهبرای یونانیان باستان، فلسفه تلاشی برای یافتن 

فلسفی یونان باستان توافق داشتند که جهان هدفی دارد و زندگی خوب فردی که منجر به سعادت 

(. آنها به 166، ص 7662، 1کنند )ارسطوشود بر اساس نقشی است که مردم در جامعه ایفا میمی

های کدام انسان دارای ارزش» یا «دهدزش اخلاقی میچه چیزی به انسان ار» دنبال پاسخ به سوال 

برانگیز شالعاده چالپیگیری اخلاقی زندگی خوب در قرن بیست و یکم فوقبودند. اما  «اخلاقی است

از جمله تغییرات  2اجتماعی-و مملو از عدم اطمینان شده است. شرایط نوظهور عدم شفافیت حاد فنی

رده های اخلاقی جدید روبرو کسیاسی و محیطی، بشر را با چالش-سریع تکنولوژیکی، اجتماعی

های زندگی انسان از جمله است. پیشرفت در هوش مصنوعی در حال دگرگونی بسیاری از جنبه

ظر شوند، به نهای اجتماعی که توسط هوش مصنوعی هدایت میباشد. ظهور رباتها میارزش

دهد. مدت در روابط بین فردی مانند دوستی را تغییر میهای متعدد و طولانیرسد که معنای ارزشمی

های گیریعلاوه بر این، اتکای فزاینده بازیگران و مؤسسات قدرتمند به هوش مصنوعی برای تصمیم

و مسائلی  دتوجهی بر حریم خصوصی داشته باشمؤثر بر نحوه زندگی مردم، ممکن است تأثیر قابل

های از چالش ها تنها برخیرا در مورد شفافیت الگوریتمی و کنترل انسانی نیز مطرح کند. و البته این

 اخلاقی معاصر هستند.

های اخلاقی الشچاز اواخر قرن بیستم، رویکردهای اخلاقی فلسفی سنتی دیگر نتوانستند جوابگوی 

و ایده شکوفایی انسان  3قبال معاصر به اخلاق فضیلتابه این دلیل از آن زمان  .فراروی انسان باشند

، 4های مدرن برگردانند )مک اینتایرهایی شد که اخلاق فضیلت را به زمینهآغاز گشت و تلاش

                                                                                                                   
1. Aristotle 

2. technosocial 

3. virtue ethics 

4. MacIntyre 
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امل شود که شعنوان یک حالت رفاه و بهزیستی تعریف میشکوفایی اغلب به (.751، ص 7662

توازن در رفاه عاطفی، روانی و اجتماعی مشخص احساسات و رفتارهای مثبت است. این حالت با 

شناخته “ Eudaimonia”شکوفایی انسان ریشه در فلسفه ارسطو دارد، جایی که به عنوان  .شودمی

زندگی ”تر آن شود، اما معنای دقیقترجمه می“ خوشبختی”اغلب به “ Eudaimonia”شود. می

وز فضیلت و شکوفایی انسان به دلیل نیاز امر ها در زمینه اخلاقاست. پژوهش“ شکوفایی ” یا “ خوب

بشر هست به زبان اخلاقی منعطفی که بتواند در سراسر مرزهای انضباطی، ملی، فرهنگی و سایر مرزها 

های که جهانی و فراگیر هستند، چالش 1های نوظهور و هوش مصنوعیآوریکشش پیدا کند. فن

اخلاقی سنتی به راحتی قابل حل نیستند. اخلاق کنند که با رویکردهای اخلاقی جدیدی ایجاد می

ای ها را به شیوهتواند به ما کمک کند تا این چالشفضیلت با تمرکز بر توسعه شخصیت و فضایل، می

 .متفکرانه و مسئولانه حل کنیم

تواند آیا اخلاق فضیلت و ایده شکوفایی انسان میهدف مقاله حاضر بررسی این موضوع است که 

های نوظهور و هوش مصنوعی را روشن کند؟. به عبارتی دیگر آیا اخلاق فضیلت آوریاخلاق فن

های اخلاقی جدید در عصر هوش تواند برای هدایت و رویارویی با چالشو ایده شکوفایی انسان می

 مصنوعی بکار گرفته شود؟

های دگاهدیاند، سپس در این راستا، در ساختار مقاله حاضر، ابتدا اهداف هوش مصنوعی تشریح شده

چرایی اخلاق فضیلت برای هدایت ، اقبال معاصر به اخلاق فضیلت و آوریفلسفی در اخلاق فن

گرا ای بین اخلاق فضیلتعملکرد انسان در عصر هوش مصنوعی تبیین شده است. در ادامه، مقایسه

های ات. همچنین، ربهای مبتنی بر قاعده در راستای موضوع مورد بحث صورت گرفته استبا اخلاق

و رویکرد اخلاق فضیلت به عنوان رویکردی که بتواند منجر به  هاهای اخلاقی آنو چالشاجتماعی 

ه زندگی در نهایت، نحو تعالی و شکوفایی انسان در اخلاق ربات شود، مورد بررسی قرارگرفته است.

نیز در  حاصل از پژوهشگیری خوب با هوش مصنوعی بر اساس اخلاق فضیلت تشریح شده و نتیجه

 پایان مقاله آمده است. 

 

 

 هوش مصنوعی و اهداف آن

                                                                                                                   
1. Artificial intelligenc 
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 برانگیزترین وخلق یک ذهن مصنوعی که قادر به خودآگاهی و اراده آزاد باشد، یکی از چالش

های عصبی که باعث ایجاد آگاهی در مغز ترین وظایف علم مدرن است. درک مکانیسمطلبانهجاه

کثیر ها هنوز از تکند، اما این سیستمهای مصنوعی باز میبرای خلق سیستم شوند، راه راانسان می

کامل ذهن فاصله زیادی دارند. در این مسیر، بسیاری از سوالات اخلاقی و حقوقی در مورد حقوق 

های آوریشوند. فنو وظایف افراد مصنوعی، نقش آنها در جامعه و مسئولیت سازندگان مطرح می

رائه ای اهای امیدوارکنندهحلهای عصبی عمیق، راهبات نورومورفیک و شبکهفعلی مانند محاس

سازی تجربه انسانی و خودآگاهی محدود هستند. ادامه دهند، اما در توانایی خود برای مدلمی

تحقیقات در این زمینه، ضمن توسعه استانداردهای اخلاقی و حقوقی برای ادغام هوش خودآگاه در 

 (.7674 1عی و حقوقی، مهم است )یاشچنکو ،های اجتماسیستم

های هوشمندی را توسعه کند تا عاملای است که تلاش میهوش مصنوعی یک حوزه چند رشته

هایی باشند که معمولاً به هوش انسانی نیاز دارند. استدلال، حل مسئله، دهد که قادر به انجام فعالیت

وظایف هستند. هوش مصنوعی با اجازه دادن به  هایی از اینیادگیری، ادراک و درک زبان نمونه

های های جدید، قصد دارد تواناییگیری و سازگاری با محیطها، تصمیمها برای تفسیر دادهربات

های ای از کاربردها را دارد، از سیستمذهن مصنوعی طیف گستردهاین شناختی انسان را تقلید کند. 

با توجه به (. 7674، 2)سها رواسهای قدرتمند یادگیری عمیق مساده مبتنی بر قانون گرفته تا الگوریت

شماری استفاده کرد. برخی از توان از آن برای اهداف بیکاربردهای زیاد هوش مصنوعی، می

پیشرفت علمی و فناوری، حل مسائل پیچیده، بهبود  ز:اهداف سازندگان هوش مصنوعی عبارتند ا

از  طور کلی، مطالعات سه دستهبه ، قدرت نظامی و امنیتی. وری، سودآوری اقتصادیکارایی و بهره

گیرند: هوش مصنوعی برای کارایی، هوش اهداف اصلی را برای هوش مصنوعی در نظر می

(. در 73، ص 7673، 3مصنوعی برای کنترل اجتماعی و هوش مصنوعی برای شکوفایی انسان )استال

ها، کارایی اقتصادی را بهبود بخشد و در هزینهجویی تواند با صرفهاولین هدف، هوش مصنوعی می

(. همچنین، 06، ص 7610، 4گراگلیا و همکارانباعث افزایش منافع اقتصادی و رفاه جامعه شود )

شود و کسب سودهای هنگفت را تسهیل های تجاری جدید میهوش مصنوعی منجر به توسعه مدل

                                                                                                                   
1. Yashchenko 

2. Soha Rawas 

3. Stahl 

4. Craglia 
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هوش مصنوعی، کنترل اجتماعی است. با (. هدف دوم استفاده از 425، ص 7612، 1کند )زوبفمی

ها، همراه با توانایی هوش مصنوعی برای تشخیص آوری دادههای رو به رشد سریع برای جمعتوانایی

های جدید برای کنترل رفتار انسان فراهم شده است. با های بین متغیرها، راهالگوها و همبستگی

، 7664و همکاران،  3توان این را انجام داد )کامرری میبر اساس اقتصاد رفتار« 2تلنگر»استفاده از ایده 

، 4زتوان دید )کامر( یا آن را با شدت بیشتری در سیستم امتیازدهی اعتبار اجتماعی می323ص 

های اجتماعی های رسانه(. هوش مصنوعی با استفاده از داده70، ص 7612، 5، لیو12، ص 76100

ند تواکنترل اجتماعی می یدر زمینهردم سالارانه برای تأثیرگذاری بر نتیجه انتخابات م

بر اساس مطالعات انجام  .(50، ص 7610، 6های قانونی را نیز نقض کند )ایزاک و هانامحدودیت

است. « 7داری نظارتیسرمایه»شده، کنترل اجتماعی یک نیروی محرکه و شرط لازم برای موفقیت 

انسان است. در توصیف هوش مصنوعی، ویرجینیا استفاده از هوش مصنوعی، شکوفایی هدف سوم 

پذیر در مورد مسئولیت انسان هوش مصنوعی مسئولیت»کند : ( بیان می712، ص 7612) 8دیگنوم

 های بنیادین انسانی است تا شکوفایی وشهای هوشمند در راستای اصول و ارزبرای توسعه سیستم

ته و به ای توسعه یافواقع هوش مصنوعی به گونهدر «. در یک دنیای پایدار تضمین شودرفاه انسان 

رد توان به عنوان ابزاری استفاده ککار گرفته شده است که شکوفایی انسان را ارتقا دهد. از آن می

کند تا اهداف ارزشمند را شناسایی کنند و از آنها در تعالی برای ها کمک میکه به افراد و گروه

. پیشنهاداتی برای اطمینان از اینکه هوش مصنوعی پیامدهای دستیابی به این اهداف حمایت کنند

مثبتی برای افراد و جوامع دارد، وجود دارد که بخشی از این هدف سوم استفاده از هوش مصنوعی 

یا  9«جامعه هوش مصنوعی خوب» برای شکوفایی انسان است: به عنوان مثال، تلاش برای ایجاد یک

 (.773، ص 7610، 10)کات و همکاران «رای خوبیگفتمانی در زمینه هوش مصنوعی ب»

                                                                                                                   
1. Zuboff 

2. nudging 

3. Camerer 

4. Creemers 

5. Liu 

6. Isaak and Hanna 

7. Surveillance capitalism 

8. Dignum  

9. good AI society 

10. Cath 
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ارآمد با یک اقتصاد ک این سه هدف ممکن است با هم تضاد داشته باشند، اما لزوماً متناقض نیستند.

. کند که در غیر این صورت ناممکن خواهد بودهایی را برای شکوفایی انسان باز میتولید ثروت، راه

توانند تواند زمینه فعالیت مشروع برای تعالی انسان باشد و افراد میعلاوه بر این، کارآیی و سود می

های فردی دیده ساز و در تضاد با آزادیکنترل اجتماعی اغلب مشکل .در این فعالیت شکوفا شوند

های اطلاعات و ارتباطات از دیرباز با نقض حریم خصوصی و رشد استفاده از فناوری .شودمی

های فنی ها و زیرساختهای بزرگ دنیا بسیاری از دادهامروزه که شرکت .نظارت همراه بوده است

د هایی از جمله استثمار افراد در اشکال جدیکنند، نگرانیمورد نیاز برای هوش مصنوعی را کنترل می

(. اما باز هم لازم نیست بین کنترل اجتماعی و 75، ص 7612است )ژوبف، « داری نظارتیسرمایه»

ها به عنوان موجودات اجتماعی نیاز به تعریف ن تناقضی وجود داشته باشد. انسانشکوفایی انسا

های همکاری دارند که شامل توافق بر سر قوانین اخلاقی است و اینها باید به نحوی کنترل و اجرا راه

وجود داشت که  های کاربردیهایی در مورد برنامه، بررسی12گیری کووید شوند. همزمان با همه

بنابراین  .(5، ص 7676، 1شود )کلار و لانزراثای ردیابی مبتلایان و پشتیبانی از ردیابی استفاده بر

تواند برای ارتقای آگاهی از حریم خصوصی استفاده شود، که مسلماً شرط هوش مصنوعی می

(. از این رو، حتی کنترل اجتماعی اجباری از طریق 04، ص 7662، 2شکوفایی است )اککویستی

  .های دیجیتال ممکن است در برخی شرایط منجر به شکوفایی انسان شودریفناو

 

 آوریهای فلسفی در اخلاق فندیدگاه

اخلاق شکوفا بخشی از سنت اخلاق فضیلت و ریشه تاریخی آن در اخلاق ارسطویی است؛ با این 

های دیگری که هدف مشترک ارتقای حال برای پاسخ به سوال پژوهش حاضر، نگاهی به دیدگاه

ند که دهها رویکرد نظری مشخصی را ارائه میشکوفایی انسان را دارند، مفید است. هر کدام از این

کوفایی انسان سازگار است و هر کدام منجر به درک بیشتر در مورد چگونگی مشاهده و ترویج با ش

، ارسطو، سر فرانسیس 3آوری و زندگی خوب، تأملاتی در افلاطوندر مورد فن شکوفایی شده است.

                                                                                                                   
1. Klar and Lanzerath 

2. Acquisti 

3. Plato 
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و خوزه اورتگا ی  5، جان دیویی4، کارل مارکس3، جی. دبلیو. هگل2، جی. جی. روسو1بیکن

های آوری پس از جنگ جهانی دوم با نوشتهشود، اما فلسفه فنگر متفکران یافت میو دی 6گاست

مورد توجه  10و لوئیس مامفورد 9، هربرت مارکوزه8، ژاک ایلول7متفکرانی چون مارتین هایدگر

های بدبینانه و حتی عنوان فلسفهآثار این گروه به(. 3و  7، ص 7616، 11قرار گرفت )هانکس

آوری نیرویی یکپارچه است که همواره آزادی انسان شوند که در آن فنتوصیف میگرا سرنوشت

وم معنی محکوری بیگرا و با بهرهاستثماری، مصرف هایکند و ما را به زندگیرا تضعیف می

را بپذیریم، مطالعه در اخلاق « آورانهجبرگرایی فن»(. اگر این 127، ص 7665، 12وربیککند )می

 .ان برای انتخاب یک زندگی خوب پیش فرض آن است، بیهوده خواهد بودکه آزادی انس

با این حال، در پایان قرن بیستم، موج دومی از فیلسوفان، در حالی که هنوز به شدت تحت تأثیر موج 

 13آوری پیدا کردند. مهمترین آنها هانس جوناسفناول بود، دلیل کافی برای امید به اخلاق قوی 

اجتماعی جدید -اولین فراخوان صریح را برای یک اخلاق فنی 1206و  1226های است که در دهه

که  کشدبه تصویر می« غول»جوناس با اینکه همچنان تکنولوژی را به عنوان یک  مطرح کرد.

آوری کرد که ما برای بقا، به اخلاق جدید فنرا به دنبال دارد، ادعا  14«نابودی انسان»پیشرفت آن 

های نوظهور برای تصویر انسان و تصورات ما از آوریهای عمیقی که این فنا چالشنیاز داریم تا ب

کند (. با این حال، او یادآوری می70، ص 1222کنند، مقابله کنیم )جوناس، زندگی خوب ایجاد می

های ه پایهدر عصری ک -« زمانی که به کمترین آن باور داشته باشیم، بیشتر به خرد نیاز داریم»که 

یک  گرایی اخلاقی برای بسیاریاند، زمانی که نسبیتهای اخلاقی به چالش کشیده شدهه نظریههم

                                                                                                                   
1. Sir Francis Bacon 

2. J.J. Rousseau 

3. G.W. Hegel 

4. Karl Marx 

5. John Dewey 

6. José Ortega y Gasset 

7. Martin Heidegger 

8. Jacques Ellul 

9. Herbert Marcuse 

10. Lewis Mumford 

11. Hanks 

12. Verbeek 

13. Hans Jonas 

14. obsolescence of man 
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اجتماعی را آغاز کرد که شدیداً به آن  -فرض است، از کجا باید جستجوی خرد فنیموضع پیش

ن، یعنی متاسفانه برای ای»کند که فلسفه نیاز است؟ به همین دلیل جوناس به طور مشخص اظهار می

ها و (. جوناس دریافت که سیستم70، ص 1222)جوناس، « اولین وظیفه کیهانی خود، آماده نیست

هایی از نظر کنند، در درجه اول به این دلیل که چنین سیستماصول اخلاقی سنتی کمک چندانی نمی

 اند، جایی کهشود طراحی شدهتاریخی برای حل معضلات اخلاقی که یک فرد با آنها مواجه می

ر ذینفعان شود که برای سایبینی آشکار مییامدهای اخلاقی مربوط به عمل او در یک زمان قابل پیشپ

های نوظهور، مشکلات جدیدی را آوری(. اما فن26، ص 1204اخلاقی مشترک است )جوناس، 

ا بیشتر ی های آینده را بیشترها و سیستمکنند، احتمالاً افراد، گروهبرای کنش اخلاقی جمعی ایجاد می

نامعلوم زمانی  بینی دارند که در افقدهند و پیامدهای غیرقابل پیشاز ذینفعان فعلی تحت تأثیر قرار می

تواند ضرورت کانتی نمیشود، و گرا غیرقابل محاسبه میشادی کلی برای فایدهشوند. میآشکار 

انتخاب خصوصی من با اراده عقلانی من قرار  «1سازگاری انتزاعی»خطرات اخلاقی را که فراتر از 

کند که دیدگاه سنتی ارسطویی از (. جوناس ادعا می17، ص 1204)جوناس، دارد، به دست آورد 

فضایلی مانند خرد و فروتنی، از آنچه ما نیاز داریم ناقص است. این به دو دلیل است؛ اول، به این 

روض طبیعت های مفتغییرناپذیری»است، مبتنی بر  دلیل که تصور ارسطو از آنچه برای زندگی خوب

های جدید و هوش آوریشناسی اولیه انسان( است که به لطف فن)مانند زیست« و شرایط انسان

 ارسطو معتقد است که موضوع انتخاب هر آن چیزی استمصنوعی، دیگر تغییرناپذیر نیستند. دوم، 

صمدیه و )وانایی دخل و تصرف در آن را داشته باشیم که تحت اراده و توانایی ما قرار بگیرد و ما ت

 های قرنهای صورت گرفته توسط انساناما طبق نظر جوناس، انتخاب ،(10، ص 1320ملایوسفی، 

سیاره  های آینده زندگی در اینها )و نه تنها گونه ما(، تا نسلبیست و یکم بر شکوفایی کل گونه

 (.0، ص 1204تاثیر خواهد گذاشت )جوناس، 

نانه و گیری اخلاقیّاتی نو، همچنان با لحنی بدبیی هانس جوناس برای شکلمتأسفانه، پیشنهاد سازنده

گراییِ متافیزیکی پیوند خورده است که یادآور نگرش فیلسوفانِ موج نخستِ فناوری با نوعی ذات

ده را جریان عم گرایی مابعدالطبیعی است و خود سهدر این زمینه به معنای واقعگرایی ذاتاست. 

گراییِ قدیم، اشیا در ذات .گرایی جدیدگرایی، و ذاتگرایی قدیم، ضدّ ذاتذات گیرد:دربر می

                                                                                                                   
1. abstract compatibility 
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شوند؛ اجسام در عین انفعال، و نفس و عقل در عین دارای ذوات و خواص ذاتیِ جوهری تلقی می

اتی اشیا همان علم به خواص ذفعّال بودن، در نهایت اموری ایستا و ناپویا هستند. از این منظر، علم به 

گرایی وجود در برابر آن، ضدّ ذات .شودآنها از راه برهان است و معرفتی مطابق با واقع پنداشته می

ذات یا خواص ذاتی را برای اشیا منکر است. در این دیدگاه، شناخت اشیا براساس تعریف، قرارداد 

این  گذار از این دو قطب است؛ معاصر گراییتذاگیرد. اما ها شکل میو بهترین تبیین ممکن از آن

داند. انسان نیز ای و پویا مینگرش اشیا را دارای خواص ذاتیِ جوهری، رویدادی، فرایندی، رابطه

ها، مبنای اعتبار ذوات همچون دیگر موجودات، برخوردار از این خواص ذاتی است و همین ویژگی

یین علم به اشیا، بهترین تبشوند. در این نگاه، محسوب میها انسانی در چارچوب اعتبارات عام انسان

جوناس مانند هایدگر و هانس  .(1322)دادجو، از آنها است و تقریباً صادق و مطابق با واقع است 

از این رو،  .در نظر گرفت« 1جوهر انسان»آوری را به عنوان تهدیدی یکپارچه برای رهروان او، فن

نامد، پیشنهاد می 2«هیوریستیک ترس»برای مقابله با سناریوهای عمدتاً دیستوپیایی، آنچه جوناس 

های ریآواجتماعی جدید فکر کنیم. اما کسانی که فن-جوناس این است که به یک اخلاق فنی

ار از شککنند که ترس آدانند، و فکر میهای سازنده خوبی برای بشریت مینوظهور را فرصت

آورد، پذیرای دیدگاه جوناس نیستند آوری بیش از آنکه حل کند، مشکلاتی را به وجود میفن

آوری، در مورد (. برخلاف جوناس، بورگمان، از فیلسوفان موج دوم فن763، ص 1204)جوناس، 

تماعی اج -آوری مستقیماً به مشکل یافتن یک ساختار نظری مناسب برای یک اخلاق فنیفن

پردازد. تأملات بورگمان در مورد تکنولوژی مدرن و زندگی خوب بر اساس اندیشه ارسطویی نمی

تر به فضیلت و خرد عملی را با توجه به آزادی انسان در مواجهه با جبر است که علاقه گسترده

ها یا فضایل را به عنوان پرورش ظرفیت« 3جستجوی تعالی»کند. بورگمان آورانه ادغام میفن

، 4رگمانگیرد )بوی، فیزیکی، و فکری، معیاری برای ارتباط ما با زندگی خوب در نظر میاجتماع

های آوری(. با این حال، دیدگاه بورگمان در مورد رابطه بین اخلاق انسانی و فن167، ص 1204

رورش آورانه مدرن این است که پنوظهور بیشتر بدبینانه است. بنا به نظر او، هدف غالب زندگی فن

                                                                                                                   
1. essence of Man 

2. heuristics of fear 

3. pursuit of excellence 

4. Borgmann 
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 -نامدمی« 1پارادایم دستگاه»چیزی که او  -عالی اخلاقی را به نفع یک زندگی مصرفی بدون فکر ت

 آوری را کنار گذاشت. پیشنهاد او این است که بدانیمدگرگون کند. به نظر بورگمان نبایست فن

ها یک زندگی مشارکتی است، که بسیاری از کارها، علاوه بر پرورش هدف نهایی برای انسان

های خود را به آوریخواهد که فنکنند. بورگمان از ما میهای شخصی، آن را تسهیل میتریبر

ای پیکربندی مجدد کنیم که به جای اینکه مانع زندگی پرشور شوند، آن را تسهیل کنند گونه

در دیدگاه بورگمان « زندگی خوب»(. در حالی که مفهوم کلی 10، فصل 1204)بورگمان، 

ه چگونه تعیین کنیم که چه چیزی برسد، اما روایت او مبهم و ناقص است. ه نظر میامیدوارکننده ب

های کننده تعامل و چه چیزی به عنوان براندازی آن محسوب می شود؟ کدام برتریعنوان تسهیل

تر از آن برای اهداف ما، چگونه تمرکز محدود بر اصلاحات خاص ارزش توسعه بیشتری دارند؟ مهم

های ما هنوز آشکار نشده است های نوظهوری که تأثیر آنها بر رویهآوریما در مورد فن تواند بهمی

کمک کند؟ علاوه بر این، پیشنهاد بورگمان برای اصلاح، در حل مشکلات کنش اخلاقی جمعی 

های نوظهور کامل نیست. او نیاز به گفتمان عمومی در مورد زندگی خوب را به آوریمربوط به فن

رگمان، )بو کندزاری برای مذاکره سیاسی و اعمال اصلاحات فنی اجتماعی معنادار مطرح میعنوان اب

 ها برای پیگیری زندگیاما از نظر او، هدف اصلی چنین گفتمانی حفظ فرصت (.75، فصل 1204

خصوصی متعهدانه، شکوفایی جمعی و بلندمدت خانواده جهانی بشر است. در حالی که او متذکر 

ت انواع خاصی از رفتار مدنی اس« مشترک و عمومی»مستلزم تأیید اجتماعی  -شود اصلاحات فنیمی

که برای تسهیل گفتمان عمومی لازم است، محتوای چنین تأییداتی مبهم است و فقط به طور خلاصه 

(. 733، ص 1204کند )بورگمان، اشاره می« ادب، معاشرت یا مدنیت»به ارزش انتظارات اجتماعی 

تری از فضایل خاص نیاز است که گفتمان عمومی بهبود یافته در این رو به شرح کاملتر و صریح از

ای در مورد آل، همچنین باید ایدهکند. در حالت ایدهآوری و زندگی خوب را تسهیل میمورد فن

 فقط شرطی برای ظهور خرد جمعی و نهعنوان پیشها بهچگونگی تشویق پرورش جهانی این فضیلت

 اجتماعی شکل بگیرد. -شخصی و خصوصیِ فنی

صر به فردی پردازی منحآوری قرن بیستم، هر کدام مفهومدر حالی که تأثیرگذارترین فیلسوفان فن

خی آوری را به عنوان پاسآوری داشتند، همه آنها تمایل داشتند که اخلاق فنبرای مسائل اخلاقی فن

                                                                                                                   
1. device paradigm 
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ی از واقعیت به انسان« بندیقالب»کنند، آیا به عنوان  به یک مشکل یا پدیده منحصر به فرد توصیف

ودمختار آوری خعنوان منبعی که باید دستکاری شود )مارتین هایدگر( تصور شود، اثربخشی فن

سیاسی )هربرت مارکوزه(؛ چرخه  -اسیر منافع فنی« ساحتی-انسان تک»(؛ گسترش 1)ژاک الول

 «پارادایم دستگاه»یجاد شده )جوناس(؛ یا قاعده خفقان های اامان نیازها و خواستهآورانه و بیفن

 های تا حدیها را به عنوان سوژههمچنین بایستی توجه داشت که هر یک از آنها، انسان .بورگمان؟

ه کنند، که باید به نحوی آزادی خود را در رابطی منحصر به فرد معرفی میآورانهفن« مشکل»منفعل 

قابل، اوایل قرن بیست و یکم یک تغییر اساسی در نحوه برخورد فیلسوفان در م .آوری بازیابندبا فن

 آوری درگرایانه فنآوری رخ داد. نسل جدیدی از متفکران آگاهانه از مفاهیم ذاتبه اخلاق فن

ای خاص انسانی ههای زمینهها به عنوان ویژگیآوریفنمقابل انسانیت فاصله گرفته و به تحلیل تک

از انبوهی از  ترتر و محلیهای خنثیبه توصیف« آوریمشکل فن»دور از توصیف جهانی  اند. بهرفته

شوند؛ و در نهایت، به ها مطرح میکاربردهای آنهای خاص و آوریمسائل اخلاقی که توسط فن

بر  های تجربی مبتنیهای متافیزیکی در مورد آزادی و جوهر انسان به سمت گزارشدور از نگرانی

شکل گرفت،  1226و  1206های چرخش تجربی اول در دههآوری روی آوردند. انسان و فنروابط 

ها و هنگامی که فلاسفة بیشتری که درون سنت کلاسیک فعالیت میکردند، از برخی از پیش فرض

پردازان انتقادی نو و پساپدیدارشناسان شروع به ها، نظریههای آن فاصله گرفتند. نوهایدگریروش

محور و  هایی سیاقها و موضوعات انضمامی کردند، سعی داشتند نظریهردن بر تکنولوژیتمرکز ک

نولوژی ها را از مطالعات علم و تکگرایانه دربارة تکنولوژی شکل دهند یا آنکه این نظریهکمتر تعین

نولوژی کتر دربارة تتر و متعادلگرایانهشهرگرایانه، عملهایی کمتر ویراناخذ کردند و طرح نگرش

ای را درباره تکنولوژی بسط داد که درون مدرن را آغاز کردند. برای مثال، اندرو فینبرگ نظریه

اش دربارة تکنولوژی را از مطالعات علم و تکنولوژی سنت نظریة انتقادی جای میگرفت، اما تلقی

به نحوی  ری آنمند تکنولوژی و امکان توسعه و به کارگیکرد. این دیدگاه بر ماهیت سیاقاخذ می

نولوژی ای کمتر ارزشیابانه و بیشتر توصیفی را دربارة تکآید پدیدارشناسیمتفاوت تأکید داشت. دان

ین موضوع پرداخت، بلکه به ابسط داد که چندان به مطالعة تأثیر تکنولوژی بر تجربة انسانی نمی

کند. حیطشان وساطت میها و متوجه داشت که تکنولوژی چگونه به انحائی متفاوت میان انسان

                                                                                                                   
1 Jacques Ellul 
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هوبرت دریفوس نیز با رویکردی پدیدارشناسانه و فیلسوفانه، امکان تحقق فیلسوف نوهایدگری، 

 مصنوعی به صورت موجودی با آگاهی مشابه آگاهی انسانی در آینده را رد کرده و آن را هوش

اندازه  زش اکه نباید بیدریفوس است و باور دارد  کرزویل منتقد این دیدگاهداند. غیرقابل تحقق می

ند به روشی تواانسانی تاکید کرد زیرا هوش مصنوعی می های زیستههای انسانی و تجربهبر ویژگی

اندازها نسبت به هوش مصنوعی خواهد باعث محدود شدن چشم نوآورانه عمل کند. و این کار فقط

، ای نه چندان دورهدآیندر  کندبینی میری کرزویل یکی از آینده پژوهانی است که پیش .شد

رضایی اقچری و رعایت جهرمی، توانایی هوش مصنوعی از هوش انسانی پیشی خواهد گرفت )

 آوری و گسترش دامنه تحقیق در مفاهیم اخلاقیچرخش تجربی برای احیای مجدد فلسفه فن .(1463

آوری اطلاعات نهایی مانند اخلاق و فآوری کمک زیادی کرده است. اکنون مطالعات در زمینهفن

اجتماعی -ای از پدیده های فنیاز انواع رویکردهای تجربی و فلسفی برای کشف طیف گسترده

ندگی آوری و ارتباط آن با زکنند، بدون اینکه به یک فراروایت در مورد فنبومی شده استفاده می

 (. 56، ص 7665خوب پایبند باشند )وربیک، 

 

 اقبال معاصر به اخلاق فضیلت

آوری در فلسفه فن« 1چرخش تجربی»اقبال معاصر به اخلاق فضیلت به این معنا نیست که باید ثمرات 

ری آوهای بیشتری برای جمعتواند با گشودن راهرا کنار گذاشت. در واقع، چرخش تجربی می

ذیه غآوری اجتماعی، خرد عملی را تهای جدید و نوظهور فنای حیاتی درباره واقعیتاطلاعات زمینه

ها اهآوری سرانجام طیفی از دیدگبه لطف رویکرد انتقادی چرخش تجربی، مطالعه اخلاق و فنکند. 

و تعهدات نظری را توسعه داده است که به اندازه کافی متنوع هستند تا یک حوزه واقعاً فلسفی را 

ی زندگ تشکیل دهند. با این حال، درست است که ایده نیازمندی به چارچوب اخلاقی جدید در

ه دلیل تنوع ای بکنار گذاشته نشده است، اما این مشکل به طور فزاینده آورانه معاصر به طور کاملفن

، ص 7613، 2شود )فلوریدیآورانه اجتماعی به چالش کشیده میهای فنو پویایی آشکار پدیده

ت گرایانه، که دعوهای کلی و ذات (. این دشواری با واکنش انتقادی طولانی مدت علیه روایت366

 شود. اما، اگر مایل نباشیم با اهمیتآوری با آنها همراه است، بیشتر تشدید میبه اخلاق جدید فن

                                                                                                                   
1. empirical turn 

2. Floridi 
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های ایان از پدیدهپآوری به فهرستی بیتر روابط فنی اجتماعی معاصر روبرو شویم، اخلاق فنگسترده

نوان لیت دوام اخلاق فضیلت را به عیابد. یک بار دیگر، این معضل، قاببه ظاهر نامرتبط کاهش می

کند. زیرا همانطور که بیان شد، این تنها ساختار آوری تقویت میچارچوبی برای اخلاق جدید فن

قی های متنوع و متغیر زندگی اخلانظری است که برای حداکثر انعطاف طراحی شده است تا ویژگی

سنتی، از جمله اخلاق فضیلت ارسطویی،  های اخلاقیبا وجود منتقدان نظریه .را در خود جای دهد

در عوض، افق اخلاقی جدید  .کنداما این امر اخلاق فضیلت را به عنوان چارچوب مناسبی رد نمی

ا کند تما از کنش جمعی انسانی در مواجهه با کدورت فزاینده فناوری اجتماعی، ما را دعوت می

یریم. اخلاق اند، در نظر بگنونی ما سازگار شدهامکان پرورش جهانی فضایل را که به تازگی با نیاز ک

نند که حکمت کهایی از افراد را بیان میفضیلتی ارسطویی، کنفوسیوس، و بودایی، هر کدام ویژگی

شود که دهند. پس آیا نتیجه نمیهای خودشان تجسم میها، مناطق یا فرهنگاخلاقی را در زمان

مشخصه کسانی را توصیف کند که عاقلانه و خوب در  هایتواند ویژگیمعاصر می اخلاق فضیلت

کنند؟ مسلماً، این گروه دارای اندازه و تنوعی ای جهان قرن بیست و یکم زندگی میمحیط شبکه

سابقه است. با این حال، این گروهی است که نیاز به اتخاذ است که در تاریخ جوامع اخلاقی بی

تر از ههای بازتر و پیچیداجتماعی دارد، که با افق -فنی یتصمیمات جمعی و از نظر اخلاقی عاقلانه

 کردند هماهنگ باشند. آن چیزی که خردمندان دنیای کلاسیک تصور می

تواند چارچوبی برای بررسی طیف فرد و جذاب خود، میاخلاق فضیلت، با رویکرد منحصربه

. این رویکرد، با تمرکز بر های نوظهور باشدآوریای از پیامدهای اخلاقی ناشی از فنگسترده

شارکت آورانه و افزایش مهای فنپرورش فضایل اخلاقی، پیشنهادهایی سازنده برای بهبود سیستم

ند تا کدهد. به عبارت دیگر، اخلاق فضیلت نه تنها به ما کمک میها ارائه میمثبت انسان در آن

ارهایی عملی برای توسعه و های جدید را درک کنیم، بلکه راهکآوریهای اخلاقی فنچالش

دهد از خطرات دهد. همچنین به انسان اجازه میها ارائه میآوریاستفاده مسئولانه از این فن

بندی اخلاق های موج اول و دوم برای چارچوبگرایی، تعمیم بیش از حد، و انتزاع که تلاشذات

باز و متنوع  هایطباق با رویاروییکنند، اجتناب کند. اخلاق فضیلت برای انآوری را تضعیف میفن

آل است. دهد، ایدههای آینده شکل میهای خاص که شرایط بشر را در این قرن و قرنآوریبا فن

بندی عملی را نسبت به پای پذیری خردآمیز، خودانگیختگی و انعطافهای اخلاقی فضیلتسنت

این یک مزیت بزرگ برای کسانی است که با  -دهد سخت به قوانین رفتار ثابت برتری می
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های جدید ناشی از استفاده از های اخلاقی پیچیده، بدیع و دائماً در حال تکامل مانند چالشچالش

های اباتمیستی که با انتخ اخلاق فضیلت با افراد نه به عنوان افرادشوند. هوش مصنوعی مواجه می

ه ها همیشه توسط یک زمیناعمال آننگرد که محدودی روبرو هستند، بلکه به عنوان موجوداتی می

این  .دشوهای عینی به دیگران اطلاع داده میهای مرتبط، روابط و مسئولیتاجتماعی خاص از نقش

ها و تعهدات اخلاقی را به یکدیگر هایی را که انتخابدهد تا درک سنتی از راهرویکرد اجازه می

 (. 152، ص 7617، 1کنند، گسترش یابد )اسکارفدهند و به یکدیگر متصل میپیوند می

ر مقیاس دها برای شکوفایی شخصی و جمعی خود به آنها وابسته هستند همچنان روابطی که انسان

های زندگی خوب و عمل درست در کنند. در نهایت، در حالی که دیدگاهو پیچیدگی رشد می

ای متفاوت است، ساختار اساسی و ابزارهای خودپروری های فضیلتی به طور قابل ملاحظهسنت

دهد. می نشانبرند، شباهت بین فرهنگی و همپوشانی مفهومی زیادی را اخلاقی که آنها به کار می

یک شبکه متنوع  ای دراجتماعی این پتانسیل را دارد که به طور گسترده -بنابراین اخلاق فضیلت فنی

فرهنگی و جهانی از افراد که با نیاز به خرد اخلاقی جمعی در برخورد با عدم قطعیت ها، خطرات، و 

 انداز شود.جدید مواجه هستند، طنین هایفرصت های ایجاد شده توسط تکنولوژی

 

 چرا اخلاق فضیلت؟

در طول تاریخ مکاتب متعددی از سوی متفکران و فیلسوفان به وجود آمده است؛ از جمله مکتب 

های خاصی به صورت مطلق اخلاقی کانت و پیامدگرایی اخلاقی. بر اساس اخلاق کانتی، ارزش

وجود دارند و تابع فرهنگ و زمان نیستند. بر اساس این فلسفه، عمل اخلاقی و وجدانی از مفهوم 

این  گوید. ازشود و اخلاق در مورد این که چه چیزی وظیفه است، سخن میگرایی ناشی میوظیفه

نماید. از سوی دیگر، در های مطلق تعریف میرو عمل اخلاقی را انجام وظیفه یا مطابقت با ارزش

توان ابراز نمود که بر اساس فلسفه سودگرایی، که تفکر اقتصادی خصوص پیامدگرایی اخلاقی می

به شدت متأثر ساخته است، کاری اخلاقی است اگر و تنها اگر مطابق با اصل مطلوبیت )یعنی  را

مطابق با تولید رفاه بیشتر یا افزایش لذت و شادی یا ممانعت از رنج و درد( باشد. بنابراین برای 

لهی النعمت )اظهارنظر در مورد اخلاقی بودن عمل، باید به نتیجه و پیامدهای آن عمل توجه داشت 

اخلاق فضیلت مزایایی در مواجهه با  های هنجاری،در مقایسه با این نظام. اما (1320و همکاران، 

                                                                                                                   
1. Scharff 
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دید های جپذیر با موقعیتهای نوظهور دارد. یک نظام اخلاقی که بتواند به طور انعطافموقعیت

د اخلاق یکرهای به سرعت در حال تغییر، ضروری است. مزیت روبرخورد کند، در عصری با فناوری

فضیلت این است که حداقل یک مبنا برای قضاوت وجود دارد که یک زندگی خوب با هوش 

کند تا توضیح تلاش می (Eudaimonia)رسد. گزارش ارسطو از سعادت مصنوعی چگونه به نظر می

تواند به خوبی زندگی کند، یعنی زندگی با فعالیت دهد که به طور کلی، یک انسان چگونه می

نی مطابق با فضیلت. معنای زندگی خوب با هوش مصنوعی این است که در نظر بگیریم چگونه عقلا

یا  هایی را کاهشفعالیت توانند توانایی ما برای مشارکت در چنینهای هوش مصنوعی میفناوری

هایی که افزایش دهند و بر اساس آن تعیین کنیم که چگونه پیش برویم. به عبارت دیگر، فضیلت

ل این اند، تنها سواها نیاز داریم از قبل به خوبی شناخته شدهزندگی با هوش مصنوعی به آنبرای 

های فعلی به کار ببریم. علاوه بر این، نحوه ها را در موقعیتاست که چگونه به طور مناسب آن

جسته های برهایی بستگی به این دارد که یک فرد با توجه به ویژگیاستفاده صحیح از چنین فناوری

تواند طراحان و هایی استفاده کند. بنابراین، اخلاق فضیلت مییک موقعیت، چگونه از چنین فناوری

ها تعامل هایی را راهنمایی کند و به همه اعضای جامعه که با این فناوریمهندسان چنین فناوری

 .ها را آگاه کنددارند، نحوه تعامل مناسب با آن

چون هم آینده و هم سهم زیادی از زمان حال، مبهم هستند. اغلب تعیین اینکه چه چیزی در یک 

ی سایر تصمیم اخلاقی در خطر است، دشوار یا غیرممکن است. ما قادر به شناخت ذهن و اراده

ی های خاصای روشن نیست که بتوانیم برنامهعوامل نیستیم. درک ما از آینده مبهم است و به اندازه

وسعه داده های جدیدی تتوانیم بدانیم چه فناوریرا برای تضمین نتایج اخلاقی معین اجرا کنیم. نمی

هایی که ریبینی عواقب فناوگیرند. ما قادر به پیششوند یا به طور گسترده مورد استفاده قرار میمی

افیت، به ویژه این عدم شف توانیم تصورش را بکنیم، نیستیم. ما نیز مانند والور معتقدیم کهحتی نمی

ابهام حاد »کننده است. والور، وضعیت کنونی ما را به صورت در مورد تغییرات تکنولوژیکی نگران

اند که ها این امکان را داشتههای بزرگی از تاریخ، انسانکند. در بخشتوصیف می« اجتماعی-فنی

دهد مانند گذشته به کار خود ادامه می آوری همچنانبا اطمینان معقول و به درستی فرض کنند که فن

ی کافی بینی گسترش خواهد یافت. در حالت اول، آینده به اندازههایی قابل پیشکم به روشیا دست

ی ی اخلاقی که داشتیم، برای اطمینان از ادامهشبیه حال خواهد بود، به طوری که هر هنجار و قاعده

توانیم یکم مژیک کافی باشد. یا در حالت دوم، دستزندگی خوب در مواجهه با تغییرات تکنولو
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برای  بینی کنیم و زمان کافی برای آماده کردن خودتأثیرات برخی تغییرات تکنولوژیکی را پیش

 (.7610، 1والورهنجارها و اخلاقیات جدید داشته باشیم )

های کنند، ابزاریر میها تغیبینی هستند: فناوریتغییرات تکنولوژیکی کنونی، سریع و غیرقابل پیش

تواند به سرعت به چیزی شوند و زندگی اخلاقی و اجتماعی ما میجدید و غیرمنتظره معرفی می

 توان انتظار داشت که یک نظام اخلاقی با قواعد ثابت،ناآشنا تبدیل شود. در مواجهه با این ابهام، نمی

ی را برای مایی دقیق یا متناسب با شرایط کنونشوند، بتوانند راهنویژه قوانینی که منصفانه ارائه میبه

زندگی خوب به ما ارائه دهند. اگر بر نوعی رویکرد مبتنی بر قاعده اصرار کنیم، ممکن است قوانین 

ن گیری اخلاقی خوب را نیز غیرممکموجود چنان پیچیده و تحریف شوند که حتی ظاهری از تصمیم

ز قصد گرایانه، که هرگنظر بگیریم که آیا اخلاق فضیلتسازند. در مواجهه با این شرایط، باید در 

نداشته اخلاق را به فهرست محدودی از قوانینی که باید رعایت کنیم تقلیل دهد، اما با این وجود 

 .ای مبهم کنار بیاییمسازد تا با آیندهدهد، ما را قادر میبینشی در مورد خوب زیستن ارائه می

 

 های مبتنی بر قاعده اخلاق گرا بامقایسه اخلاق فضیلت

گرا یا مبتنی بر قواعد یا مبتنی بر محاسبات اهداف هستند. قواعد، روشی های اخلاق فضیلتجایگزین

ست که هر بینی هستند، زیرا بعید اهای بدیع یا غیرقابل پیشناکارآمد برای هدایت رفتار در موقعیت

یا  مسائلآید یعنی های آن موقعیت برمیبندی بتواند به سؤالاتی که از ویژگینوع فرمول

های غیرمنتظره پاسخ دهد. مثال خوبی از این موضوع در زمینه ویرایش یا اصلاح ژن و به پیچیدگی

پزشکی است. با وجود این واقعیت که قوانین کلی در زمینه ویژه ویرایش ژن انسانی در اخلاق زیست

 نوآوری جدید(، قوانین خاصی باید برای هر عدم ضرررسانیپزشکی وجود دارد )از جمله زیست

 2کس  –کریسپر  ، راه انجام ویرایش هدفمند ژن با 2ایجاد شود. در واقع، زمانی که جنیفر دودنا

)9-CRISPR Cas(  ها را برای را کشف کرد، متوجه شد که بایستی مجموعه جدیدی از اجلاس

، به “رینشآفشکافی در ”مدیریت استفاده از بیوتکنولوژی جدید تشکیل دهد. او در کتاب خود، 

د خواستند از بیوتکنولوژی جدیپردازد که میجزئیات ملاقات خود با دانشمندان و افراد تجاری می

رای هایی ببرای اهداف مشکوک استفاده کنند. این موضوع او را متقاعد کرد که او باید اجلاس

                                                                                                                   
1. Vallor 

2. Jennifer Doudna 
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 2س ک_کریسپر ای از قوانین خاص برای کنترل آزمایش و نوآوری با استفاده ازایجاد مجموعه

)9-CRISPR Cas(  ها دست یافت )دودنا و توان به آنتشکیل دهد که فقط پس از مدتی می

های بعدی، همراه با اجلاس 7615نشست کریسپر در ژانویه  .(104-100، 7612، 1استمبرگ

ی هاپزشکی و همچنین در حاکمیت پیشرفتاشکالات رویکرد قانومند را در زمینه زیست

ها های خود را بر اساس آنایده 2ای که دودنا. اجلاس اولیهداددر هوش مصنوعی نشان  تکنولوژیکی

برای تعیین قوانین مربوط به ویرایش ژن در طول  - 1225، 1223، 3آسیلومار -گذاری کردپایه

تر و بسیار قوی 2کس  –کریسپر نوترکیب اولیه تشکیل شد. در حالی که ( DNAاِی )اِندی انقلاب

ین انوترکیب است که در اجلاس آسیلومار مورد بحث قرار گرفت،  اِیاِندیتر از ویرایش ژن دقیق

های قوانینی که از کنفرانسدهند. ها تا جایی مشابه هستند که هر دو ژن را تغییر میتکنولوژی

یرایش و نوترکیب بودند و مبنای ناکافی برای تنظیماِی اِندیآسیلومار بیرون آمدند، بسیار مختص 

یار های هوش مصنوعی بسهای رو به جلو در فناوریطور کلی هستند. با توجه به اینکه جهشژن به

کرد رسد که هر رویاز دو رویکرد ویرایش ژن ذکر شده در بالا است، بعید به نظر میگسترده تر 

 .دهد در حالی که ویژگی کافی را ارائهمبتنی بر قانون بتواند همه موارد را پوشش دهد، 

در ادبیات اخلاق هوش مصنوعی، اغلب با استناد صریح یا وارد کردن مستقیم اصولی که بوچمپ و 

اند، از رویکرد اصولگرا چایلدرس در متن اصلی خود، اصول اخلاق زیست پزشکی، مطرح کرده

ل ( آمده است که استدلا7671) 4این موضوع در فلوریدی و کالزاستفاده شده است. مثال خوبی از 

پزشکی بوچمپ و چایلدرس تواند از چهار اصل اخلاق زیستکند اخلاق هوش مصنوعی میمی

 استفاده کند، و اینکه اخلاق هوش )احترام به اتونومی افراد، عدم ضرررسانی، سودرسانی و عدالت(

 .مصنوعی باید یک اصل پنجم را در رابطه با شفافیت اضافه کند

شش کد اخلاقی تحقیق و توسعه هوش مصنوعی را ترکیب کردند ( 2021فلوریدی و همکاران )

توانند به طور اصل در واقع می 47ها دریافتند که این آند. اصل فردی تهیه کردن 47و فهرستی از 

 یحتوض”یا “ شفافیت”موثر حول چهار اصل اخلاق زیست پزشکی به علاوه یک اصل پنجم 

گاه، کار سخت اخلاقی، اگرچه شاید کار سخت تجربی براساس این دید .بندی شونددسته “پذیری

                                                                                                                   
1. Doudna & Sternberg 

2. Doudna 

3. Asilomar 

4. Cowls 
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دانیم چه کاری باید انجام دهیم، یا سیاسی نباشد، یا انجام شده است یا چندان مرموز نیست. ما می

حتی اگر هنوز دقیقا در حال کار بر روی چگونگی انجام آن یا تلاش برای تدوین این اصول و قوانین 

سازمانی هستیم. این از دیدگاه ارسطویی، در بهترین حالت، به  روشن در قوانین یا قوانین رسمی

کننده است. اگر این قواعد یا اصول واضح، ملموس و قابل اجرا باشند، احتمالاً نسبت شدت گمراه

ای آیند، حساس نیستند. این یک نگرانی اصلی برهای بدیع که ناگزیر به وجود میبه انواع موقعیت

ق هوش مصنوعی و یادگیری ماشین علاقه دارد. به هر حال، زندگی خوب هر کسی است که به اخلا

با هوش مصنوعی نیازمند راهنمایی در مورد مسائل اخلاقی مرتبط با فناوری است که به سرعت و به 

ند. دهد که خارج از درک ما هستکند و اغلب کارهایی را انجام میبینی تغییر میطور غیرقابل پیش

های اشته باشیم که با پیامدها و نتایج غیرمنتظره و فرآیندهایی مواجه شویم که به روشما باید انتظار د

کنند. حتی اگر بتوانیم قوانینی را تدوین کنیم و آنها را به تصویب برسانیم یا به طور ناآشنا عمل می

ر مورد ل دهایی در آینده باشیم که قوانین و اصومؤثر آموزش دهیم، باید نگران مواجهه با موقعیت

شوند. به طور خلاصه، اصول غالباً به ویژه در شرایط جدید، راهنمایی مشخصی ارائه آنها اعمال نمی

 .دهندنمی

هایی را نیز مورد استفاده ای از اصول راهنما، فضیلتهای اصولگرا علاوه بر مجموعهبرخی از نظام

زمینه های اصولگرا قواعد )معمولاً استثنایی یا مطلق( را پیشدهند. به طور کلی، این سیستمقرار می

کنند یاستفاده م ییراهنماها، قضاوت در موارد تعارض، و کنند و از فضایل برای پر کردن شکافمی

به عنوان مثال اخلاق کانت، همانطور که در متافیزیک اخلاق بیان شده است، از فضایل در )

علاوه بر اصول خود، فضایل را نیز  1بوچمپ و چایلدرِسکند، ارتباط با امر مطلق استفاده می

اخلاقی شان کنند که فضایل در اصول اشاره می( 2012)بوچمپ و چایلدرِس . کندطلب می

جایگاهی دارند، اگرچه معتقدند که فضایل تنها یکی از چیزهایی هستند که در یک نظام هنجاری 

و یک دیدگاه کاملا غیر ارسطویی از ( 3 - 14، 2012، بوچمپ و چایلدرِسنیاز به توجه دارند )

تواند فضایل میو معتقدند که  کنندها وحدت فضایل را انکار میفضایل دارند )به عنوان مثال، آن

افراد را از نظر اخلاقی به بیراهه بکشاند، ادعایی که در اخلاق فضیلت ارسطویی معنا ندارد. قواعد و 

گیرند، از مفاهیم اخلاقی مورد اصولی که اغلب در اخلاق هوش مصنوعی مورد استناد قرار می
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رسد که ت خوب است. به نظر میکنند. بنابراین، اعمال این قوانین به معنای قضاومناقشه استفاده می

بسیار شبیه به این است که بگوییم اعمال مناسب این قوانین موضوعه است، که در این صورت قوانین 

خوبی نیستند که به ما کمک کنند تا با هوش مصنوعی خوب زندگی کنیم، بلکه حکمت عملی 

حیح انی که آن ها قوانین صاست. ممکن است فرد فکر کند که توسل به این قوانین و اصول، تا زم

یا به اندازه کافی دقیق باشند، به معنای پشتیبانی از اخلاق فضیلت بدون تلاش است. با این حال، ما 

در خطر این هستیم که اصول خود را به خوبی مشخص کنیم بدون اینکه به عنوان یک راهنما به آن 

خصومت  گراییدارد که کم تر با اصولم )البته رویکردهایی به اخلاق فضیلت وجود ها اشاره کنی

دارند، اگرچه بسیاری از این رویکردها شامل نوعی انحراف از موضع ارسطویی مطرح شده، یا 

استدلال ( 7610) 1باخرز .دهد، هستندبرداشتی بسیار سست از آنچه که یک قانون را تشکیل می

ای فضیلت یا اخلاق به عنوان شیوهتوان در یک چشم انداز اخلاقی کلی، کند که اصول را میمی

انداز یا کمک به آموزش اخلاقی گنجاند )هر چند که باخورست همچنین اذعان برای بیان آن چشم

دیدگاه آر. اس. ( 7662) 2کند که پایبندی به اصول باید توسط فرنسیس هدایت شود. هایدونمی

ایت با هدف توسعه یک شناخت کند که آموزش اخلاقی، در حالی که در نهپیترز را بررسی می

به جای ) انیستیاخلاقی به طور مناسب عقل گرا و خداناباورانه است، باید یک نوع فضیلت اوم

گزارش معاصر  .شودگرا میارسطوئی( را در خود جای دهد که منجر به رفتار در راستای اخلاق عقل

زی است که او آن را قوانین ( از اخلاق فضیلت شامل آن چی1222) 3و کاملا ارسطویی هرستهاوس

را  "کاری را انجام دهید که فرد با فضیلت انجام می دهد"نامد )اگرچه این قوانین شکل می 4وی

رسد کند که به نظر میخود ارسطو اشاره می .ترین حالتِ قوانین هستند(دارند و بنابراین تنها در سست

که برخی چیزها به خودی خود بد هستند  دست کم قوانین سخت و سریعی وجود دارد، به این معنا

ها وجود ندارد. این اقدامات، و بنابراین )مانند قتل و زنا( و هیچ راه پرهیزگاری ممکنی برای انجام آن

ها را منع کند، بسیار کم و دور از آن است که یک اخلاق کامل را شامل شود. هر قانونی که آن

کند(. اخلاق فضیلت ارسطویی رویکردی ضیلت عمل میاستاندارد خوبی اخلاقی به عنوان عامل ف

گیرد. از نظر ارسطو، فضایل، و به ویژه متضاد با رویکردهای اصولی دارد که فضایل را در بر می

                                                                                                                   
1. Bakhurst   

2. Haydon   

3. Hursthouse   

4. v-rules 
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فرونسیس، راهنمای نهایی عمل هستند. قوانین، هنگامی که وجود دارند، ثانویه هستند؛ یعنی قواعد 

دارند. ارسطو بیشتر در مورد قوانین به عنوان ابزاری برای ایجاد و قوانین، در درجه دوم اهمیت قرار 

ت. ها در جامعه اسکند. هدف اصلی قوانین، تشویق و ترویج فضیلتیک جامعه خوب صحبت می

قوانین نباید به صورت سفت و سخت اجرا شوند، بلکه باید با توجه به شرایط خاص هر موقعیت، 

سازگارتر با  تر ول، اخلاق فضیلت یک سیستم اخلاقی منعطفتعدیل و تفسیر شوند. به همین دلی

 شرایط جدید و غیرمنتظره است.

علاوه بر این، با توجه به هنجارهای فرهنگی و اجتماعی موجود در تحقیقات هوش مصنوعی، به نظر 

طور خاص برای اخلاق هوش مصنوعی مناسب نباشند. برای های مبتنی بر اصول، بهرسد سیستممی

موافقت  های ذینفع باید با قوانینمحور بتوانند رفتارها را محدود کنند، طرفهای اصولکه سیستماین

کنند، فرهنگی داشته باشند که پیروی از قوانین را تشویق کند و سازوکاری برای اجرای آن قوانین 

اص از ه خوجود داشته باشد. در غیر این صورت، قوانین صرفاً یک پیشنهاد خواهند بود. یک نمون

توان در تلاش برای وضع برخی قوانین اخلاقی برای توسعه هوش مصنوعی مشاهده این موضوع را می

دهندگان هوش مصنوعی خواستار کرد. در یک نامه سرگشاده، گروهی از اینفلوئنسرها و توسعه

شدند. این تلاش  ChatGPT-4تر از ماهه توسعه ابزارهای هوش مصنوعی در سطح یا قوی 0توقف 

برای ایجاد یک مهلت قانونی، مشابه مهلت قانونی بود که قبل از اولین کنفرانس آسیلومار در دهه 

ای از قوانین را وضع کردند که امکان ادامه های آسیلومار مجموعهوضع شد. کنفرانس 1226

 (. 7660، 1کرد )برگتحقیقات را فراهم می

ای فظ سلامت و ایمنی بیماران، قوانین و مقررات سختگیرانهدر حوزه پزشکی، به دلیل اهمیت ح

دهد. اما این فرهنگ پیروی از قوانین های تحقیقات و درمان را پوشش میوجود دارد که تمام جنبه

ی وقفه موقت در انجام (، دورهMoratoriumهای فناوری رایانه وجود ندارد. توقف موقت )در زمینه

 های اخلاقی یا ایمنی اعمالقیقات( است که معمولاً به دلیل نگرانییک فعالیت خاص )مانند تح

های اخلاقی در مورد دستکاری ژنتیکی، یک دوره توقف موقت شود. در گذشته، به دلیل نگرانیمی

اما، تلاش برای اعمال یک توقف موقت در تحقیقات هوش مصنوعی  .اعمال شد DNAدر تحقیقات 

آمیز نبود. این امر ممکن است تا حدی به این دلیل و ایمنی( موفقیت های اخلاقی)به دلیل نگرانی
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کنند که باشد که بسیاری از افراد فعال در زمینه هوش مصنوعی خود را به عنوان کسانی معرفی می

به دنبال شکستن قوانین، ایجاد نوآوری و ایجاد تحول در صنایع مختلف هستند. از نظر فرهنگی، این 

سود برده است، که با پیروی از  1«سریع پیش برو و خراب کن »آوری از ذهنیت بخش از صنعت فن

قوانین مخالف است یا بعید است که آن را تشویق کند. بنابراین، رویکردهای مبتنی بر اصول با دو 

ای از قوانین. اخلاق آوری و ایجاد و اجرای مجموعهمانع روبرو هستند: تغییر فرهنگ جامعه فن

طویی، تغییرات فرهنگی را در خود جای داده است. این امر مستلزم آموزش نسل بعدی، فضیلت ارس

و  کسانی که در طراحی، حکمرانی -آوری تأثیرگذار خواهند بود ویژه کسانی که بر آینده فنبه

، است. این گیرندبه منظور شکل دادن به شخصیت کسانی که تصمیمات اخلاقی می -غیره هستند 

تری برای تجسم راهی برای اداره و زندگی خوب با هوش مصنوعی در الاً پایه قویرویکرد احتم

 (.11-12، 7612، 2کند )بنیامینای از قوانین فراهم میمقایسه با مجموعه

 های اخلاقی های اجتماعی و چالشربات

ی اجتماعهای های احتمالی از رباتهای قابل توجهی برای مطالعه استفادهدر دهه گذشته، تلاش

 (.22، ص 7676، 3صورت گرفته است )جوهال

عاطفی  اند و برای تعاملات طبیعی،نما یا حیوان ساخته شدههایی هستند که به شکل انساناینها ربات

فردی  اند. برای اینکه چنین تعاملاتی شبیه به تعاملات بینو شبه بین فردی انسان و ربات ساخته شده

های اجتماعی باید به احساسات انسان مانند مجهز شوند که ها باشد، رباتمشاهده شده در بین انسان

( توسعه AEIهای هوش مصنوعی، معروف به هوش هیجانی مصنوعی )معمولا با استفاده از روش

به  دهند یاهای اجتماعی در انجام وظایف زیر اجازه میهایی معمولاً به رباتیافته است. چنین روش

( تقویت احساسات )اسکالر و 3( تولید احساسات، و 7( تشخیص احساسات، 1 کنند.آنها کمک می

 (.32، ص 7610، 4اسکالر

در حالی که دو مورد اول از این وظایف مورد مطالعه قرار گرفته و حتی تا حدی در رباتیک اجتماعی 

اید توجه باجرا شده است. وظیفه تقویت احساسات تا حدی ناشناخته باقی مانده است. با این حال، 

ک دهنده ینشان –تا به امروز  -ترین کار؛ تشخیص احساسات ممکن است داشت که حتی ساده

                                                                                                                   
1. Move fast and break things 

2. Benjamin 

3. Johal 

4. Schuller and Schuller 
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هایی را روی چهره انسان )حالت، حجم صدا، چالش باشد، به خصوص زمانی که برای مثال سیگنال

وجهی (. علاوه بر این، با توجه به ماهیت چند 12، ص 7610، 1و غیره( در نظر بگیرند )کراکوسکی

کند، برای هوش مصنوعی کاملاً حیاتی است که به که بسیاری از ارتباطات انسانی را مشخص می

 -ای درستی روانشناسی انسان را تشخیص داده و درک کند. در این زمینه، هوش مصنوعی مشاوره

ه ندرت ب -شودنوعی از هوش مصنوعی که به طور گسترده در خدمات کمک اطلاعاتی استفاده می

تواند اطلاعاتی را برای آرام کردن در اختیار فرد قرار دهد اگر علائمی از تحریک یا استرس را یم

اصی های ختوانند نقشهای اجتماعی موجود تا به امروز مینشان دهد. به طور مشابه، بیشتر ربات

ته و سناریوی ساختاریافها معمولاً در یک مثلاً شامل مراقبت را ایفا کنند. با این حال، همه این نقش

ند. حتی اگر شوشناختی در نظر گرفته نمیشوند که در آن متغیرهای روانبینی انجام میقابل پیش

یا  توانند استرسهای اجتماعی ممکن است فواید خاصی را ارائه دهند؛ به عنوان مثال، آنها میربات

ر کودکان کمک کنند. آنها ممکن سایر احساسات منفی را کاهش دهند یا حتی به ایجاد همدلی د

های بالغ چنین است نتوانند برخی از اثرات مثبت مشابه را در بزرگسالان تکرار کنند، مگر اینکه انسان

هایی را به اندازه کافی باهوش برای همدردی و تعامل با آنها در نظر بگیرند )به عبارت دیگر، ربات

مل مطابق با هنجارهای اجتماعی را ندارند(. با این هایی توانایی تشخیص احساسات و عچنین ربات

یابد، ممکن است افکاری در های اجتماعی احتمالاً افزایش میحال، از آنجایی که علاقه به ربات

های اجتماعی به عنوان ابزاری برای پرورش دوستی وجود داشته باشد. مورد امکان استفاده از ربات

(. به 412، ص 7676، 2زدند )گابریلاد دوستان ربات حدس میبسیاری از قبل در مورد امکان ایج

اخیراً یک ربات انسان نمای جدید را معرفی کرده است که قادر به ژست  3عنوان مثال، پروموبوت

 دادن و برقراری ارتباط واقعی با مردم تقریباً مانند یک دوست است.

ها ها این است که رباتکی از نگرانیبا وجود امیدواری زیاد، انتقادات شدیدی نیز مطرح است. ی

وستی، ها را در رابطه دهای احساسی و الگوهای رفتاری انسانتوانند واکنشدر بهترین حالت فقط می

ان گرا بیشتر شبیه انسهای تعامل(. حتی اگر به نظر برسد ربات13، ص 7612، 4تقلید کنند )داناهر

های یتر ارتباط برقرار کنند، توانایای شخصیبه شیوهتوانند اند و با معرفی هوش مصنوعی میشده

                                                                                                                   
1. Krakovsky 

2. Gabriel 

3. Promobot 

4. Danaher 
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باشد. در نتیجه، می توان نتیجه گرفت که های یک انسان عقب میاجتماعی آنها همچنان از توانایی

متفاوت  هاتجربه انسان و ربات هنوز به طور قابل توجهی با نوع دوستی مشاهده شده در بین انسان

دومی نیز مطرح است که در ادبیات به طور گسترده مورد بحث قرار است. در این زمینه،  نگرانی 

های ید از سبکها در تقلنگرفته است و به این ترتیب کاملاً بدیع است. نگرانی در مورد ناتوانی ربات

دوستی مشاهده شده در بین دوستان واقعی است. یک سالمند تنها یا شخصی که در یک مکان 

مثلاً در کوهستان( را در نظر بگیرید، دوست ربات انسان نما مطمئناً ممکن کند )دورافتاده زندگی می

است راه حل مطلوب برای چنین شخصی )مسلماً راه حلی بهتر از جایگزین آن؛ یعنی اصلاً دوستی 

با این حال، جنبه اخلاقی حساسی که باید مورد بحث قرار گیرد، مربوط به سبک  .ندارد(. باشد

ریزی باید برای دنبال کردن یا تمرین کردن آن آموزش دیده/از قبل برنامه دوستی است که ربات

رد و از باشد. یعنی آیا همیشه باید از انسان لذت بب« تأیید کننده و مراقبت کننده»شده باشد. آیا باید 

قی خود باید و منط« خنثی»نیز باشد. یعنی به دلیل صلاحیت « اصلاح کننده»او حمایت کند؟ یا باید 

های زندگی ها، رفتارها و/یا سبکسعی کند انسان را متقاعد کند تا در صورت نیاز به منطق، نگرش

باشد. یعنی دیدگاه خاص خود را « مخالف»خاصی آن را را اصلاح یا بهبود بخشد؟ آیا ربات باید 

نجر مداشته باشد )در صورت وجود کدام یک؟( و از آن در تعامل با انسان حمایت کند، حتی اگر 

شود این است که دوست انسان ای که در اینجا دنبال میبه درگیری شود؟ به طور خلاصه، نکته

دهد. به عنوان دهد و احتمالاً حتی بیشتر از آن را انجام میمقداری از تمام موارد بالا را انجام می

رایط محیطی وجه به شمثال، دوست انسانی نه تنها قادر است رفتار/موضع خود را تغییر دهد بلکه با ت

تواند تنظیم کند. برعکس، دوست رباتیک نه قادر است و/یا سناریوهای روانی در حال تغییر می

ریزی شود( و نه قادر است رفتار خود را در رابطه موضع خود را تغییر دهد )مگر اینکه دوباره برنامه

ای آن دهد که بررا انجام می با شرایط متغیر )چه محیطی یا روانی( تنظیم کند. به سادگی کاری

آموزش دیده یا از قبل برنامه ریزی شده است. در این زمینه، ممکن است این اتفاق بیفتد که دوست 

کند، دهد و حمایت میزند و لذت میاش دست و پا میرباتیکی که در همه شرایط به دوست انسانی

ل ه شود. با این حال، این وضعیت، مسائممکن است بر مثلاً یک انسان بیش از حد منتقد ترجیح داد

های اجتماعی کند، زیرا ممکن است به تدریج به از دست دادن ارزشاخلاقی مهمی را ایجاد می

های هنجاری( شود که دوستی واقعی را کاری و سایر ارزشمهم )مانند صداقت، احترام، درست
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اهمیت بالایی برخوردار است کنند و برای درستی و روابط گروهی هماهنگ نیز از مشخص می

 (. 5، ص 7677و همکاران،  1)فارینا

 

 اخلاق ربات

های متمایز هستند، همگرایی آنها در بازار امروز به این آوریاگرچه رباتیک و هوش مصنوعی فن

معنی است که رباتیک یک حوزه التقاطی فزاینده است و به سؤالات اخلاقی ناشی از تحقیقات 

ادامه نوشتار پردازد. ( میHRI2ربات ) -توسعه و همچنین مطالعه تعامل انسانهوش مصنوعی و 

ز اشود. زیرا بسیاری ها و پرورش فضیلت هدایت میحاضر به سمت نگرانی در مورد ربات

چنین  .کنندگرا عمل میهای اخلاقی مبتنی بر قانون یا فایدهکارهای رباتیک در چارچوب

زاینده ای، و افق مبهم فتطبیق با جریان تغییرات مداوم، تنوع زمینه توانند برایهایی میچارچوب

ها تلاش کنند. این بدان معنا نیست که چنین های در حال ظهور و کاربردهای آنآوریفن

باشند اقص میها نها مفید نیستند؛ بلکه تنها به این معنا است که آنرویکردهایی هرگز در اخلاق ربات

 مانند. و می

گراها فقط یک اصل اخلاقی ثابت و جهانی شود. فایدهگرا توضیح داده میموضوع با اخلاق فایده

دهند: وظیفه ترویج بیشترین شادی کلی یا لذت خالص. بنابراین، هنگام قضاوت در را تشخیص می

 زگرا باید تعیین کند که آیا مراقبت امورد اصول اخلاقی مراقبت از کودکان رباتی، یک فایده

ترین شادی کلی را برای والدین، کودکان و سایر ذینفعان مدت، بیشکودکان رباتی در طولانی

تحت تاثیر ایجاد خواهد کرد یا خیر. بایستی پاسخ داده شود که آیا ساختن یا خرید یک پرستار بچه 

ز یک ا گرا فقط باید اخلاق استفادهربات، اخلاقی است. به طور ساده، تصور کنید که فرد فایده

پرستار ربات را خودش قضاوت کند، نه مراقبت از کودکان رباتی به عنوان یک عمل اجتماعی 

بات اند، تعامل انسان و رگسترده. با این حال، همانطور که شری ترکل و سایر محققان کشف کرده

قابل  یدهد که به راحتهایی تغییر میها به شیوهطور آشکاری احساس انسان را نسبت به رباتبه

(. 717، ص 7611، 3یابد )شوتزهای پیچیده تکامل میبینی نیستند، و در طول زمان به روشپیش

                                                                                                                   
1. Farina 

2. human- robot interaction 

3. Scheutz 
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تواند بنابراین فردی که ایده استفاده از یک پرستار رباتی را عمیقا نفرت انگیز یا بیگانه می بیند، نمی

ات ناخوشایند را خواهد بداند که آیا پس از یک ماه یا یک سال استفاده از آن هنوز هم آن احساس

ای داشت یا خیر. مجموع لذتی که او و فرزندانش از حضور یک پرستار ربات خواهند برد، به گونه

تواند به راحتی آن را پیش بینی کند. نکته این است که هر محاسبه سودگرایی خواهد بود که او نمی

ای اجتماعی برای تغییر علایق و هدهد، با قدرت رباتکه فرد در یک برهه زمانی معین انجام می

ونه شود. و چگثبات میکند، به شدت بیای که دائماً ما را شگفت زده میهای ما به گونهنفرت

ماعی هایی که وقتی یک ربات اجتقضاوت کنیم که به کدام یک از احساسات خود اعتماد کنیم؟ آن

ته ت بسیار متفاوتی که ممکن است بعداً داششود، داریم؟ یا احساسابرای اولین بار وارد زندگی ما می

ها به طور مداوم در حال تکامل است؛ اینکه ها و رفتارهای خود رباتباشیم؟ علاوه بر این، توانایی

ه کند که این ربات تا چشویم، معلوم نمیما و فرزندانمان چقدر از نسخه یک نوعی ربات خوشحال 

که به نسخه بالاتر ارتقا پیدا کند. البته این ممکن است به این تواند ما را خوشحال کند، زمانی حد می

معنی باشد که ما دائما باید محاسبات خود را در مورد کاربرد مورد انتظار ربات اصلاح کنیم. پس 

توان کاربرد مورد انتظار این ربات را برای خانواده ارزیابی کرد؟ در این چشم انداز چگونه می

م و پذیر، فهیا نیاز داریم، اخلاقی است که بر حضور عوامل انسانی انعطافاخلاقی سیال، آنچه م

های مورد نیاز برای قضاوت عاقلانه و خوب در چنین عملا خردمند متکی باشد، که فعالانه ویژگی

 شود. در حالیدهند. اینجا جایی است که اخلاق فضیلت آغاز میشرایط ناپایداری را پرورش می

ها یک فرمول یا دستورالعمل ثابت برای استفاده در هر قضاوت اخلاقی به و کانتی گرایانکه فایده

 دهند یاد بگیریم که چگونه قاضی خوبی شویم.گرایان فضیلت ترجیح میدهند، اخلاقما ارائه می

تی ر یا حگرایانه به اخلاق رباتیک تمایل به تغییشناختی و فایدهعلاوه بر این، رویکردهای کاملاً ریشه

ها برای های دریافت آنها و زمینهدور زدن این سؤال دارند که در واقع چه نوع کالاها، و فعالیت

موردی  ها نشان داد،توان به وضوح در مورد سوء استفاده یا شکنجه رباتانسان مفید است. این را می

(. خرده فرهنگ 674، ص 7611، 1های قابل توجهی از آن در دنیای واقعی داریم )ویتبیکه نمونه

های اجتماعی دارند، لذت بردن از ها را در نظر بگیرید که عادت به شکنجه رباتآینده انسان

توان شوند. میهای ناامیدانه برای رحمت، بسیار زیاد میها، پیچ خوردن، و التماسفریادهای ربات

                                                                                                                   
1. Whitby 
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برند. با و واقعا رنج نمی کنندها حساس نیستند، آنها فقط درد را تقلید میفرض کرد که این ربات

های اجتماعی تعامل دارند، معمولاً هایی که به طور گسترده با رباتاین حال، از آنجایی که انسان

گران به وضوح کنند که شکنجهکنند، فرض میها ایجاد میهای ذهنی قوی را بر روی آنحالت

(. اجازه دهید صرفاً برای 7611 ،1برند )ترکلها به شدت رنج میهای آنکنند که رباتدرک می

استدلال، تصور کنیم که این عادت سادیستی باعث سرایت به رفتار صاحبان ربات با همنوعان خود 

عادت  کند که اینای که در غیر این صورت تقریباً هر نظریه اخلاقی را آسان مینتیجه -نخواهد شد

الا توضیح رسد سناریویی که در بیم، به نظر نمیرا غیراخلاقی بداند. اگر از منظر کانتی به آن بپرداز

آن قاعده اخلاقی فقط مستلزم آن است که یک عمل عمومیت پذیر  .داده شد ناقض الزام قاطع باشد

تصور  .(1222، 2کانتای برای رسیدن به هدف تلقی نکند )باشد و یک عامل عقلانی را صرفاً وسیله

های خاص واقعاً از طرفی دیگر، این ربات .نیست ها غیرممکنیک عمل جهانی از شکنجه ربات

با آنها « 3فسههدف فی ن»موجوداتی منطقی مستقل و با وقار نیستند و سزاوار این نیستند که به عنوان 

رسد، بلکه ها نه تنها مجاز به نظر میگرایانه، شکنجه این رباتبنابراین، از دیدگاه فایده .رفتار شود

 رسد، زیرا بدون ایجاد درد برای کسی لذتها به نظر میتی برای سادیستهای اخلاقی مثبفعالیت

های اخلاقی ناقص هستند. هیچ یک از این دهد که چرا چنین نظریهبرد. این نتایج نشان میمی

ین های انسانی نجیب، قابل تحسها منابعی ندارند برای پاسخ به این که چه اعمال یا ویژگیچارچوب

ی ما هستند. از منظر اخلاق فضیلتی، افرادی که بیشتر اوقات فراغت خود را صرف و شایسته آرزوها

ر ضرر خود، لذت خالص را دکنند، حتی اگر با لذت بیها میشمار از شکنجه رباتکسب لذت بی

شوند، چرا که این فعالیت، هیچ کدام کنند یا شکوفا نمیجهان افزایش دهند، خوب زندگی نمی

شود، های شخصیتی را که باعث تعالی و شکوفایی انسان میها یا انگیزهمهارت ها،یک از ویژگی

های بهتری گران آنها را انساندهد. هیچ چیز در مورد فعالیت مورد علاقه شکنجهپرورش نمی

های شخصیتی و الگوهای فعالیتی است که سازد، و از آنجا که یک انسان خوب دارای ویژگینمی

ها بخاطر عادات سادیسمی خود کمتر نجیب سادیسم است، آزاردهندگان ربات مستقیماً بر خلاف

 ها آسیب نبیند.  ای توسط عادات آنهستند، حتی اگر هیچ فرد زنده

                                                                                                                   
1. Turkle 

2. Kant 

3. ends in themselves 
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 اخلاق فضیلت و زندگی خوب با هوش مصنوعی 

ینی ای که در واقع راهنمایی عبحث در مورد چگونگی استفاده یا زندگی با هوش مصنوعی به گونه

را در شرایط جدید فراهم کند، بسیار مهم است. باتوجه به دیدگاه ارسطویی که تشریح شد، پاسخ 

سوالاتی از این دست : چه باید بکنیم یا چگونه باید با هوش مصنوعی زندگی کنیم؟، به این صورت 

 دهد. در حالی که این پاسخی است که یک نظریهاست: هر آنچه حکیم با هوش مصنوعی انجام می

پرداز فضیلت به نوعی باید بدهد، این به طور قابل درک برای کسانی که می خواهند یک اخلاق 

کاربردی از هوش مصنوعی برای ارائه راهنمایی عینی یا خاص فراهم کند، ناخوشایند است. زمانی 

های هوش مصنوعی وجود داشته باشند، های اخلاقی با درک کافی از تکنولوژیکه حکمت

های عینی و خاص از تعیین اینکه حکیم در یک موقعیت خاص چه کاری انجام خواهد راهنمایی

داد، حاصل می شود. اما، پیاده سازی با فقدان قوانین عینی یا راهنمایی ارائه شده توسط یک 

شود. در های اخلاقی به راحتی قابل شناسایی، پیچیده میچارچوب اخلاقی فضیلت و فقدان نمونه

مقاله، توجیهات نظری برای رویکرد ارسطویی به اخلاق فضیلت را مورد بررسی قرار های قبلی بخش

 شود.گرفت؛ در ادامه عملی بودن این مسیر از نظر نیکلاس اسمیت و داربی ویکرز بررسی می

سازی رویکرد ارسطویی به هوش مصنوعی دشوار است، کند که پیادهنیکلاس اسمیت استدلال می

های حیاتی برای یادگیری اخلاقی هستند، یک چالش جدی ا فضیلت که نمونهزیرا یافتن افراد ب

گذاری هوش است. این افراد باید دانش فنی مرتبط را نیز داشته باشند و در توسعه، استقرار و سیاست

مشکل این است که افراد با فضیلت باید هم عادت به فضیلت داشته باشند و  .مصنوعی دخیل باشند

بر و پرهزینه هستند. برای شروع این برنامه، حداقل به نند که هر دو فرایندهایی زمانهم آموزش ببی

توان آموزش فنی می .یک فرد با فضیلت و دانش فنی نیاز است که به عنوان الگو و راهنما عمل کند

و پرورش شخصیت را به طور همزمان دنبال کرد، اما دیدگاه ارسطویی این است که شخصیت پس 

ای شود و تغییر آن دشوار است. با این حال، تلاش برای آموزش افراد به گونهی نسبتاً ثابت میاز مدت

نجام داد، حتی توان اکه هم با فضیلت باشند و هم دانش فنی داشته باشند، بهترین کاری است که می

تن فاگر با شکست مواجه شود. زیرا هدف باید دستیابی به فضیلت باشد، نه پذیرش شکست و یا
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)کروچه و  تفاوت استروشی برای زندگی با فناوری که نسبت به مشکلات رویکردهای فعلی بی

 (. 7677، 2، اورونا و پریچارد7677، 1پریچارد

های جدی دارد، اما نسبت به نیز با اسمیت هم عقیده است که آموزش فضیلت چالش ویکرز

وار است: بینی بر سه پایه استتر است. این خوشبینتاثیرگذاری مثبت آن در سطح دانشگاه خوش

ر پذیری مغز د)خویشتنداری( در اندیشه ارسطو، تحقیقات جدید درباره انعطاف 3“انکراتیا”مفهوم 

و تجربه شخصی نویسنده در تدریس دروس اخلاق. ارسطو معتقد بود که دستیابی به  بزرگسالی،

را “ انکراتیا”توانند به آن برسند. با این حال، او منش میفضیلت بسیار دشوار است و تنها افراد بزرگ

ترم ای محکند که افراد را به اعضای پایانی معرفی میبه عنوان گامی میانی به سوی فضیلت یا نقطه

 ترین عمل درهای لازم برای تشخیص درستکند. افراد دارای انکراتیا مهارتجامعه تبدیل می

معتقد است  ویکرز .های مختلف را دارند، حتی اگر احساساتشان به درستی تنظیم نشده باشدموقعیت

مان زهای تفکر اخلاقی در طول برانگیز است و نیازمند توسعه مهارتکه آموزش انکراتیا چالش

است. پیشرفت سریع هوش مصنوعی علاقه به اخلاق را افزایش داده و امید است که این امر منجر به 

های تفکر اخلاقی در برنامه درسی، به ویژه برای دانشجویان آموزش اخلاق و توسعه مهارت

 .های فنی شودرشته

غییر تواند آن را تیشود و آموزش نماگرچه ارسطو معتقد بود که شخصیت پس از مدتی ثابت می

یا  پذیری مغز، معتقد است که ایجاد فضیلتبا توجه به تحقیقات جدید درباره انعطاف ویکرزدهد، 

تغییر کند،  تواندپذیر است و میپذیر است. مغز انسان انعطافحداقل انکراتیا در سنین بالاتر امکان

های اند که دورهات نشان دادهمطالع .های رشد عصبی در کودکی و بزرگسالیحتی پس از دوره

توانند یها ممعتقد است که این دوره ویکرزدهند. اما اخلاق به طور موثری رفتار افراد را تغییر نمی

های اخلاقی یک موقعیت، درک فضیلت های لازم برای شناسایی ویژگیکمک کنند تا مهارت

ند. به عبارت دیگر، یادگیری اخلاقی مورد نیاز، نحوه عمل، و تنظیم احساسات خود را به دست آور

نوعی یادگیری کارآموزی است که در آن دانشجویان باید به محیط یادگیری دسترسی داشته باشند 

او همچنین معتقد است که علاقه به اخلاق به دلیل  .گیری اخلاقی را تمرین کنندتا بتوانند تصمیم

                                                                                                                   
1. Croce and Pritchard 

2. Orona  

3. enkratia 
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رنامه جه، امیدوار است که با ایجاد یک بپیشرفت سریع هوش مصنوعی افزایش یافته است. در نتی

و اسمیت  ویکرزبه طور خلاصه، هر دوی  .درسی اخلاقی، دانشجویان را به سمت انکراتیا سوق دهد

معتقدند که آموزش اخلاق راه درستی برای کمک به نسل بعدی برای زندگی خوب با هوش 

، اریکسون و 7676مکاران، و ه 1مصنوعی است، هر چند که این مسیر دشواری است )شویتگیبل

 (. 70-42، ص 7610، 2پول

 

 گیرینتیجه

ا تا حد هافزایی، دامنه و قدرت خود را برای تغییر زندگیهای گسسته با همآوریدر حال حاضر فن

های آوریهای اخلاقی عصر هوش مصنوعی و فناند. برای مقابله با چالشزیادی بزرگ کرده

شر به یک بتوان در سنت فلسفی اخلاق فضیلت یافت. چون که را می دیجیتال، منابع اخلاقی جدید

نوظهور و هوش مصنوعی نیاز دارد، که علاوه بر مقررات،  هایآوریفناخلاق مثبت و سازنده در 

دهند جیح میگرایان فضیلت تراخلاقبه مسئله زندگی خوب و شکوفایی اجتماعی انسان نیز بپردازد. 

های قاضی خوبی شویم. به بیانی دیگر، در دنیای پرتحول امروز که فناورییاد دهند که چگونه 

جدید به سرعت در حال ظهور هستند، به اخلاقی نیاز هست که به جای تکیه بر قوانین خشک و 

های آگاه، فهمیده و خردمند تکیه کند. اخلاق فضیلت، با تاکید بر پرورش غیرقابل انعطاف، بر انسان

تواند به آنها کمک کند تا در عصر هوش مصنوعی، زندگی خوب و راد، میصفات نیکو در اف

که با  اجتماعی این پتانسیل را دارد-سعادتمندی داشته باشند. بنابراین، یک اخلاق فضیلت فنی

د، های جدیآوریهای ایجاد شده توسط فنها و فرصتها، ریسکحکمت در برخورد با عدم قطعیت

و از تنوع فرهنگی و افرادی که نیاز به اخلاق جمعی دارند، اعمال شود. در ای جهانی مملبرای شبکه

های لازم برای قضاوت درست و عاقلانه در حوزه رباتیک نیز، اخلاق فضیلت با پرورش ویژگی

تواند به شکوفایی و تعالی انسان کمک کند. پس در این دنیای متغیر، به جای شرایط پیچیده، می

ها را هایی نیاز است که بتوانند با خردمندی و درایت، بهترین تصمیمت، به انسانهای ثابدستورالعمل

 بگیرند و راه درست را پیدا کنند.

 

                                                                                                                   
1. Schwitzgebel 

2. Ericsson & Pool 
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 های اخلاقیملاحظه
در پژوهش حاضر با معرفی منابع مورد استفاده، اصل اخلاق امانت داری علمی رعایت و حق معنوی 

  .مولفین آثار محترم شمرده شده است

 

 منابع
 .22-117(. 04)71. هنذگرایی جدید مابعدالطبیعه جدید. (. ذات 1322دادجو، ابراهیم. )

(. بررسی و مقایسه خوانش دریفوس و 1463رضایی اقچری، نیلوفر و رعایت جهرمی، محمد )

 .122-770(، 1)14. فلسفه علمکرزویل از هوش مصنوعی. 

 .74-1(، 4)12عملی(. آینه معرفت،  (. ارسطو و فرونسیس )حکمت 1320صمدیه، و ملایوسفی. )

(. بررسی پیامدگرایی و وظیفه 1320نعمت اللهی، شرلی، آزادی، کیهان، و وظن پرست، محمدرضا. )

گرایی اخلاقی با تاکید بر نظریه کانت در جامعه حسابداران رسمی ایران و تاثیر آن بر میزان پایبندی 

 . 31-40(، 1)16ی )انجمن معارف اسلامی(، های اخلاقای حسابرسان. پژوهشبر رفتار حرفه
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