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Abstract– In the field of wireless sensor networks, optimal determination of the cluster head node is one of the 

most important issues, because the appropriate selection of the cluster head node can significantly decline energy 

utilization and ultimately increase the lifetime of the network. One way to decline energy utilization in wireless sensor 

networks is to cluster sensors. Two issues in this regard are how to select appropriate cluster heads and how to send 

aggregated data from cluster heads to sinks. In this investigation, it is suggested that when selecting cluster heads, it 

should be taken into account that cluster heads will play a role in sending each other's data to the sink, so that cluster 

heads can be selected that can perform multi-step data transmission with less energy utilization. The efficiency of the 

proposed method in clustering and routing of wireless sensor networks is much higher than the comparison method, 

which allows us to ignore this difference in computational complexity. The proposed method was evaluated using 

simulation and compared with several methods that solve the two problems of cluster head selection and multi-step 

routing between them independently in terms of network lifetime criteria. The results showed that the proposed method 

has improved the network lifetime. 
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1. Introduction 
 

With recent advances in micro-electromechanical 

systems (MEMS) technology, low-power digital circuits, 

RF (radio frequency) sketching, Wireless sensor networks 

(WSN) are one of the computing technologies with high 

potential. Several different and diverse applications of 

WSNs. Contain use in collecting information in chaotic and 

irregular environments, monitoring weather and climate, 

detecting biological and chemical agent threats, and 

monitoring healthcare. These include the use of various 

equipment such as cameras, audio devices, and various 

physical parameters measured by sensors. 

Wireless sensor networks includes wireless nodes that 

have limited memory and finite fiscal  abilities. One of the 

important limitations of sketchinging this type of network is 

providing the power required by the sensor nodes. This is 

because it is not possible to alteration the battery after 

implementing wireless sensor networks, one of the 

important sketching problems in WSNs is to decline energy 

utilization by using energy-saving hardware, operating 

systems, and communication protocols. 

 

2. Clustering in Wireless Sensor Network 

 

Among the clustering protocols suggested for WSNs, 

the LEACH clustering protocol has gained particular 

importance among researchers in this field [1]. 

Among the reasons why this clustering protocol is 

important are the specific features of cluster formation in 

this protocol, which include: 

• Random 

• Adaptive 

Self-configuring 

 

 
Fig. 1. Wireless sensor network clustering[1] 

 

1.2- Random clustering 

 

This means that in each period, a certain number of 

nodes randomly choose themselves as the cluster head. The 

duty of cluster head is not pre-assigned to special nodes. 

 

2.2- Adaptive clustering 

 

Nodes that were cluster heads in the first stage cannot  

be elected as cluster heads in the next step. The selection of 

cluster heads in each stage depends on the previous stage. 
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Therefore, we predict that all nodes will be elected as 

cluster heads at least once in several stages. But we will see 

later that this will not be the case. 

 

3.2- Self-configuring clustering 

 

In this clustering protocol, without the involvement of 

an foreign factor or a special node, the nodes of the network 

create a cluster, which makes the Leach clustering protocol 

scalable. We see below that scholars have taken many steps 

to ameliorate the productivity of clustering. 

Unfortunately, in most of them, this feature has been 

lost and a specific node is responsible for selecting the 

cluster heads. This has a negative influence on the 

scalability of the network [2]. 

There are a series of general rules in the LEACH 

clustering protocol. To learn more about this protocol, we 

will review these rules: 

1. At each stage, a random set of nodes is choice as 

the cluster head. This cluster head choice is not 

specific to any predetermined nodes. 

2. Nodes that have been the cluster head in the 

current period cannot be candidates for the role in 

the next period. Therefore, the selection of cluster 

head candidates in each period is determined by 

the previous period. Thus, it is expected that after 

a certain number of periods, all nodes will have 

been selected as cluster head at least once. We will 

see that this will not be the case. 

3. Network nodes in this protocol form clusters 

without the help of any external factor or specific 

node of the network. This increases the scale of 

adoption of this protocol. As we will see later, 

many alterations have been made by researchers to 

improve the productivity of this protocol. But 

unfortunately, in most of them this feature has 

been lost and a specific node is responsible for 

choosing the cluster head. This negatively affects 

network scalability. 

4. With local control from the nodes of a cluster to 

the cluster head and from the cluster head to the 

main station, information is transferred; there is no 

need for a specific node in the network to 

transmission data. 

5. The MAC protocol used in LEACH saves a fair 

amount of energy utilization by providing a Sleep 

feature for energy utilization. 

6. Packets exalterationd between sensor nodes in the 

LEACH protocol have a field to determine the 

packet type, which is used to decide how to deal 

with different packets. 

7. In the LEACH protocol, time is divided into equal-

length segments called periods. Each period is 

operationally divided into two phases: 

Phase 1 - Set-up 

Phase 2 - Steady-State 

 

 
Fig. 2. LEACH protocol[11] 

 

The startup phase also includes two stages. 

• Cluster head choice stage 

• Cluster formation stage 

8. In the cluster head choice stage, nodes are 

randomly assigned to cluster heads based on a 

probability function. 

9. During the cluster formation phase, nodes send 

their membership requests to the cluster heads so 

that the cluster heads select their members based 

on a series of criteria. 
 

3. Related works 
 

In a study titled Improving Energy Utilization in 

Wireless Sensor Networks Using Genetic Algorithm, they 

investigated. Compared to the manners discussed, the trend 

of improving energy utilization in this manner is evident, 

and it was found that the slow trend of node death in this 

manner is slower than in other manners, and that the 

improvement was achieved at the moment of deactivation 

of the first node, and this percentage of growth relative to 

the suggested manners has improved the energy utilization 

by 33.3 percent, and that at the moment of death, the first 

node has increased 8 units later than in the previous manner. 

Therefore, an improvement in energy utilization has been 

formed in this network. Therefore, this investigation was 

started with the focus and goal of saving energy utilization 

and increasing the lifespan of the network. The simulation 

outcomes showed an improvement in energy utilization and 

the desired outcome was achieved [3]. 

In a study titled "Improving the cluster head selection 

manner and routing between clusters using genetic and ant 

colony algorithms" they investigated energy produtivity in 

WSNs. In this investigation, the aim was to be more the 

energy productivity of WSNs by combining genetic 

algorithm and ants. In the suggested manner, the meta-

heuristic manner of genetic algorithm was used to solve the 

problem and select the cluster heads. After optimizing the 

location of the cluster heads in each cluster, to receive data, 

given that the transmission rate is the same for all sensors, a 

path with the lowest energy utilization must be found. For 

this purpose, the ant colony algorithm was used. The 
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investigation findings showed that the presented algorithms 

decline the energy consumed in the transmission path by 

reducing the data transmission length, which is why the 

transmission length is considered as a cost function because 

the transmission rate is the same among the cluster heads. 

The outcomes also showed the improvement and suitability 

of the presented algorithms for achieving the goal of this 

investigation [4]. 

In a study titled Combination of Hierarchical Clustering 

and Genetic Algorithm to Decline Energy Utilization in 

Wireless Sensor Networks, they investigated. This protocol 

uses genetic algorithm to cluster network nodes based on 

energy level and neighborhood criteria. In the suggested 

manner, using hierarchical clustering algorithm, sensor 

nodes are divided into a number of clusters and then, from 

the nodes of each cluster, desirable cluster heads are 

selected for routing operations using genetic algorithm [5]. 

In a study titled “Optimizing Energy Consumption in 

WSNs Using Clustering,” they investigated energy 

utilization optimization in WSNs. WSNs, which are 

generally used for Supervision and control in a defined 

environment, They usually consist of a number of sensor 

nodes that are in a dense manner distributed in the 

environment. One of the most important challenges of this 

type of network is the lifetime and energy utilization of the 

nodes, which can be prevented and compensated by 

clustering. In fact, due to the large interval between each 

sensor, a lot of energy is deducted from them. Now, by 

clustering, we can divide the network into a number of 

independent clusters, each of which will have a cluster head. 

In this paper, clustering manners for decreasing energy 

utilization in WSNs are presented [6]. 

In a study titled Presenting a New Clustering Manner 

for Optimizing Energy Utilization in WSNs Using Genetic 

Algorithm, they investigated. In this study, using an 

unconventional application of the Fourier transform on the 

location of nodes and their energy, we determine the 

number and location of cluster heads in an desirable way 

and then use the genetic algorithm to specify the desirable 

state of the Fourier transform output. The fitness criterion 

will be based on the minimum energy consumed by the 

network nodes during each period of data transmission, 

which will lead to a balance in network energy utilization 

and, as a outcome, a longer network lifetime. The 

productivity of this manner and the suggested fitness 

criterion have been proven by simulation compared to 

previous clustering algorithms such as LEACH [7]. 

Tianshu Wang et al. (2018) studied genetic algorithms 

for clustering and energy-desirable routing in WSNs in a 

study titled. In order to recovery energy performance and 

increase network lifetime, an energy-desirable clustering 

and routing manner based on genetic algorithm called 

GECR is presented. We enhance the optimum solution 

obtained in the previous period of the network to the initial 

population for the current period, thereby improving the 

search productivity. 

Furthermore, the clustering and routing scheme are 

integrated in a Alone chromosome to compute the total 

energy utilization. We obtain the fitness function out rightly 

based on the total energy utilization, thus reinforcing the 

energy performance. Also, load balancing is calculated 

when creating the evaluation function. Therefore, Balance 

energy utilization among nodes. In addition, GECR 

achieves the highest energy productivity (equivalent to 

thriftiness) with the lowermost average energy used by the 

cluster heads and the lowermost energy used by all nodes in 

the harvest [8]. 

Genetic algorithms are among the most famous and 

widely used evolutionary algorithms. This algorithm 

consists of a population of solutions (called chromosomes). 

As this algorithm runs, the creation of chromosomes 

gradually improves and subsequent generations are created 

until the algorithm reaches a termination condition. In past 

research, genetic algorithms have been used to solve 

various optimization issues in the field of sensor network 

clustering and have high efficiency. In the continuation of 

this section, examples of the application of genetic 

algorithm to select cluster heads are reviewed [9]. 

In another study, the LA2D-GA manner was presented, 

which, unlike other studies, uses two-dimensional 

chromosomes. Each two-dimensional chromosome 

represents a network area that is divided into a grid with 

equal sizes, and the presence of a value of "zero" in the grid 

means that there is no node in it, and the numbers "one" and 

"two" mean that there is a normal node and a cluster head 

node in that grid, In order. In this manner, instead of 

generating the initial population by accident, according to 

the LEACH algorithm, the population is initialized. The 

evaluation function is expressed to minimize the 

transmission cost and minimizes the energy consumed in 

data transmission [10]. 

In [10], a routing manner for heterogeneous sensor 

networks is suggested that selects nodes with higher energy 

as cluster heads and uses a multi-point a model for 

communication. The suggested algorithm divides the 

network area into different regions and determines a mobile 

node to each region. 

In [11], a protocol based on the heterogeneous sensor 

network model is suggested that considers additional 

energy to improve the performance of nodes close to the 

sink node. By combining nodes that have more energy or 

other nodes, the sustainable and lifespan of the sensor 

network are increased. 

The clustering algorithm presented in [12] diagonally 

divides the network area into regions and then forms 

clusters. The algorithm uses the k-means method to 

organize clusters, and sensor nodes guide data to the sink 

node or base station using a multi-communication model.  

In the EESRA routing protocol [13], the protocol aims 

to increase the network lifetime and increase its size. In this 

protocol, The cluster head is randomly selected and adopts 

a three-layer hierarchical routing to reduce the traffic load 

of the cluster head and uses a multicast transmission model 

to guide sensor data within the cluster. In addition, each 

cluster head chooses one or more eligible nodes to act as 

cluster communities. Cluster populations are answerable for 
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Initialization:

Number of nodes, initial energy value of nodes, spatial coordinates of 

nodes, determination of base station location,

of clusters.

Step 1

Step 2 : 

Step 3 : 

as the new cluster head of relations (4 to 7)

Step 4 : 

energy level greater than 

otherwise:

Step 5 

approach and the criteria of residual energy, interval to cluster head, 

interval to base station of relations (4 to 7)

Step 6 : 

consisting of nodes with energy levels 

the threshold 

Step 7: 
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and productivity.

4. Suggested

 
One way to decline energy consumption

to cluster sensors. Two issues in this regard are how to 

select appropriate cluster heads and how to send 

consolodidated data from cluster heads to the sink. In this 

study, it is suggested that when selecting cluster heads, it 

should be taken i

role in sending each other's data to the sink, so that cluster 

heads can be selected that can perform multi

transmission with less energy utilization.

The suggested

clustering and determining initial cluster heads, 2) data 

transfer, and 3) selecting the appropriate cluster head, 

which is shown in Algorithm 1.

The suggested

clustering and determining initial cluster heads, 2) da

transfer, and 3) selecting the appropriate cluster head, 

which is shown in Algorithm 1.

 
Algorithm 1 :Suggested

Initialization: 
Number of nodes, initial energy value of nodes, spatial coordinates of 

nodes, determination of base station location,

of clusters. 

Step 1: K-means clustering and determination of initial cluster heads

Step 2 : For each node we have:
A- Sending information to the base station and reducing the 

node's energy level (relationship 3.1)

B- In each formed 

be a cluster head using a fuzzy approach and the criteria of 

residual energy, centrality, trust, interval to the cluster head of 

relationships (4 to 7).

Step 3 : Cluster head selection: choose the node with the

as the new cluster head of relations (4 to 7)

Step 4 : Go to step 2. Repeat this loop until the number of nodes with 

energy level greater than 

otherwise: 

Step 5 : Cluster formation: Formation of 

approach and the criteria of residual energy, interval to cluster head, 

interval to base station of relations (4 to 7)

Step 6 : Go to step 2. Repeat this loop until the number of clusters 

consisting of nodes with energy levels 

the threshold ���; otherwise

Step 7: End of the algorithm
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sting and collecting measurement data from their 

cluster members and transmitting them to the cluster head 

using a hybrid MAC protocol that includes collision 

prevention solutions and sleep scheduling of sensor nodes 

for data measurement. 

In [14], the K-D tree algorithm is described, a 

hierarchical routing protocol that uses network partitioning 

to arrange nodes and clusters.

areas by this protocol and forms clusters in each area.

hierarchical network of nodes is formed by a K

which transfers data to the main node according to

location of each node. From the outcomes obtained, we see 

that there has been a good improvement in network delay 

and productivity. 

4. Suggested method 

One way to decline energy consumption

to cluster sensors. Two issues in this regard are how to 

select appropriate cluster heads and how to send 

data from cluster heads to the sink. In this 

study, it is suggested that when selecting cluster heads, it 

should be taken into account that cluster heads will play a 

role in sending each other's data to the sink, so that cluster 

heads can be selected that can perform multi

transmission with less energy utilization.

The suggested manner consists of three main steps: 1)

clustering and determining initial cluster heads, 2) data 

transfer, and 3) selecting the appropriate cluster head, 

which is shown in Algorithm 1.

The suggested manner consists of three main steps: 1) 

clustering and determining initial cluster heads, 2) da

transfer, and 3) selecting the appropriate cluster head, 

which is shown in Algorithm 1.

Suggested manner

Number of nodes, initial energy value of nodes, spatial coordinates of 

nodes, determination of base station location,

means clustering and determination of initial cluster heads

For each node we have: 
Sending information to the base station and reducing the 

node's energy level (relationship 3.1)

In each formed cluster, calculate the chance of each node to 

be a cluster head using a fuzzy approach and the criteria of 

residual energy, centrality, trust, interval to the cluster head of 

relationships (4 to 7). 

Cluster head selection: choose the node with the

as the new cluster head of relations (4 to 7)

Go to step 2. Repeat this loop until the number of nodes with 

energy level greater than ��� is greater than the threshold 

: Cluster formation: Formation of 

approach and the criteria of residual energy, interval to cluster head, 

interval to base station of relations (4 to 7)

Go to step 2. Repeat this loop until the number of clusters 

consisting of nodes with energy levels 

; otherwise: 
End of the algorithm 

Optimization of Cluster Head Selection in Wireless Sensor Networks Using Hierarchical 

sting and collecting measurement data from their 

cluster members and transmitting them to the cluster head 

using a hybrid MAC protocol that includes collision 

prevention solutions and sleep scheduling of sensor nodes 

tree algorithm is described, a 

hierarchical routing protocol that uses network partitioning 

to arrange nodes and clusters. The network is divided into 

areas by this protocol and forms clusters in each area.

hierarchical network of nodes is formed by a K

which transfers data to the main node according to

From the outcomes obtained, we see 

that there has been a good improvement in network delay 

 

One way to decline energy consumption

to cluster sensors. Two issues in this regard are how to 

select appropriate cluster heads and how to send 

data from cluster heads to the sink. In this 

study, it is suggested that when selecting cluster heads, it 

nto account that cluster heads will play a 
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heads can be selected that can perform multi

transmission with less energy utilization. 
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clustering and determining initial cluster heads, 2) data 

transfer, and 3) selecting the appropriate cluster head, 

which is shown in Algorithm 1. 

manner consists of three main steps: 1) 

clustering and determining initial cluster heads, 2) da

transfer, and 3) selecting the appropriate cluster head, 

which is shown in Algorithm 1. 

manner 

Number of nodes, initial energy value of nodes, spatial coordinates of 

nodes, determination of base station location, determination of number 

means clustering and determination of initial cluster heads

Sending information to the base station and reducing the 

node's energy level (relationship 3.1) 

cluster, calculate the chance of each node to 

be a cluster head using a fuzzy approach and the criteria of 

residual energy, centrality, trust, interval to the cluster head of 

Cluster head selection: choose the node with the

as the new cluster head of relations (4 to 7) 
Go to step 2. Repeat this loop until the number of nodes with 

is greater than the threshold 

: Cluster formation: Formation of new clusters using the fuzzy 

approach and the criteria of residual energy, interval to cluster head, 

interval to base station of relations (4 to 7) 
Go to step 2. Repeat this loop until the number of clusters 

consisting of nodes with energy levels greater than ���
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areas by this protocol and forms clusters in each area.
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From the outcomes obtained, we see 

that there has been a good improvement in network delay 

One way to decline energy consumption in  WSNs

to cluster sensors. Two issues in this regard are how to 

select appropriate cluster heads and how to send 

data from cluster heads to the sink. In this 

study, it is suggested that when selecting cluster heads, it 

nto account that cluster heads will play a 

role in sending each other's data to the sink, so that cluster 

heads can be selected that can perform multi-hop data 

manner consists of three main steps: 1)

clustering and determining initial cluster heads, 2) data 

transfer, and 3) selecting the appropriate cluster head, 

manner consists of three main steps: 1) 

clustering and determining initial cluster heads, 2) da

transfer, and 3) selecting the appropriate cluster head, 

Number of nodes, initial energy value of nodes, spatial coordinates of 

determination of number 

means clustering and determination of initial cluster heads 

Sending information to the base station and reducing the 

cluster, calculate the chance of each node to 

be a cluster head using a fuzzy approach and the criteria of 

residual energy, centrality, trust, interval to the cluster head of 

Cluster head selection: choose the node with the utmost chance 

Go to step 2. Repeat this loop until the number of nodes with 

is greater than the threshold ���; 

new clusters using the fuzzy 

approach and the criteria of residual energy, interval to cluster head, 

Go to step 2. Repeat this loop until the number of clusters 

� is greater than 
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Since the process of building a cluster of wireless 

sensors is similar to the partitioning of the samp

clustering algorithms, and since the placement conditions of 

the sensors are unstable, in the suggested

means 7 algorithm [15], the initial clustering of the sensor 

nodes is performed and then the initial cluster heads are 

selected. In addition to fast convergence and the lack of 

complex calculations, the k

sensitive to noise and outliers compared to similar 

algorithms such as k

dispersed in uncontrolled environmental

are easily exposed to errors and attacks that make sensor 
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according to equation (5).[16]In the suggested
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cluster representative is not s

second step, each node is assigned to the closest cluster 

representative and clusters are created.
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After the forming of clusters, the sensed data of the non

cluster head nodes from the environment is sent to 

Relevant cluster heads. After receiving the data from all the 

members of their cluster, the cluster heads aggregate the 

data and send it to the base station.

information, the network energy is declined through data 

sensing, data sending, data receiving, and data aggregation. 

According to the Heinzelman energy model [17], each node 

consumes �� energy to send 

from itself, which is calculated from the below equation.
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Clustering and determining initial cluster 

Since the process of building a cluster of wireless 

sensors is similar to the partitioning of the samp

clustering algorithms, and since the placement conditions of 

the sensors are unstable, in the suggested

means 7 algorithm [15], the initial clustering of the sensor 

nodes is performed and then the initial cluster heads are 

In addition to fast convergence and the lack of 

complex calculations, the k

sensitive to noise and outliers compared to similar 

algorithms such as k-means.

dispersed in uncontrolled environmental

are easily exposed to errors and attacks that make sensor 

data unreliable and inaccurate.

data that differs greatly from healthy behaviors is 

considered outlier or anomalous data.

thm randomly selects k cluster representatives from 

between the sensor nodes. The value of k is calculated 

according to equation (5).[16]In the suggested

sampling is done without replacement. In other words, the 

cluster representative is not s

second step, each node is assigned to the closest cluster 

representative and clusters are created.

Data transfer 

After the forming of clusters, the sensed data of the non

cluster head nodes from the environment is sent to 

Relevant cluster heads. After receiving the data from all the 

members of their cluster, the cluster heads aggregate the 

data and send it to the base station.

information, the network energy is declined through data 

sending, data receiving, and data aggregation. 

According to the Heinzelman energy model [17], each node 

energy to send 

from itself, which is calculated from the below equation.

�� is the energy consumed by the sender 

and �
� are the activation energies of the 

power amplifier for the two open and multipath states, and 

0 is the threshold calculated by equation (2).

                          

According to equation (1), if the interval is greater than 

0 by adjusting the transmitter power amplifier, the 

multipath model can be used; otherwise, the open space 

model is used for the channel. Also, the quantity of energy 

required to receive � data bits at
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Clustering and determining initial cluster 

Since the process of building a cluster of wireless 

sensors is similar to the partitioning of the samp

clustering algorithms, and since the placement conditions of 

the sensors are unstable, in the suggested manner, using the 

means 7 algorithm [15], the initial clustering of the sensor 

nodes is performed and then the initial cluster heads are 

In addition to fast convergence and the lack of 

complex calculations, the k-means algorithm is less 

sensitive to noise and outliers compared to similar 

means. Since wireless sensors are 

dispersed in uncontrolled environmental 

are easily exposed to errors and attacks that make sensor 

data unreliable and inaccurate. In these situations, sensor 
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deal with their encoded form. For example, suppose we 

want to maximize the

constraints x and y being integers and x between 0 and 7 

and y between 0 and 31). The most common encoding 

manner is binary encoding.

    

sequence of numbers. Any integ

represented with 5 bits, and any integer from 0 to 7 can be 

represented with 3 bits. For example, the figure below 

shows the binary encoding of two variables x= 9 and y=5.

 

 

    

(x,y) there corresponds a sequence in the form below.
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binary coding, the gene corresponding to x=9 is: 01001.

    

serves as a coded form of a possible solution (suitable or 

unsuitable) to a given problem is called a chromosome.

    

a certain number of chromosomes are evaluated.

these chromosomes is called the population.

    

criterion that is related to the objective (optimization item).

Transposition or combination operator:

applied to a pair of chr

randomly swaps two chromosomes from a broken point and 

the broken parts of the two chromosomes.

 

5. Analysis of results
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suggested

algorithm to desirably select the network clustering 

structure with the aim of reducing energy utilization and 

increasing network throughput. Accordingly, first the 

fitness of each node for selection

calculated by the suggested algorithm. After performing 

this operation, each node informs its neighbors of the 

probability of its selection, and then each node determines 

its own cluster head by comparing the conditions of its 
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and y between 0 and 31). The most common encoding 

manner is binary encoding.

    Therefore, the parameter is replaced with a suitable 
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represented with 5 bits, and any integer from 0 to 7 can be 

represented with 3 bits. For example, the figure below 

shows the binary encoding of two variables x= 9 and y=5.

    Therefore, to each point in the two

(x,y) there corresponds a sequence in the form below.

Gene: The coded value of each variable is called a gene. In 

binary coding, the gene corresponding to x=9 is: 01001.
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serves as a coded form of a possible solution (suitable or 

unsuitable) to a given problem is called a chromosome.
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criterion that is related to the objective (optimization item).

Transposition or combination operator:

applied to a pair of chr

randomly swaps two chromosomes from a broken point and 

the broken parts of the two chromosomes.
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The suggested algorithm is an asymmetric and 

competitive clustering manner. The advantage of the 

suggested manner is the use of the genetic cuckoo search 

algorithm to desirably select the network clustering 

structure with the aim of reducing energy utilization and 

increasing network throughput. Accordingly, first the 

fitness of each node for selection

calculated by the suggested algorithm. After performing 

this operation, each node informs its neighbors of the 

probability of its selection, and then each node determines 

its own cluster head by comparing the conditions of its 
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Fig. 3.Total energy used by nodes in each step 

 

As shown in Figure (3), the network lifetime in the 

suggested manner is about 500 cycles longer than the 

network lifetime in the PSOGSA and CSHS manners and 

about 1100 cycles longer than the Leach manner. The 

reason for this can be attributed to the better performance of 

the suggested manner in determining cluster sizes and data 

routing. These outcomes demonstrate the productivity of 

the suggested algorithm in energy utilization and indicate 

that clustering using genetic algorithm and social property 

of nodes in the suggested manner can distribute the network 

load in a balanced manner to prevent premature energy 

depletion of a node. The energy used in the nodes at each 

stage is shown in Figure 4. 
 

 
Fig.4.Total energy used by all nodes in each step 

 

As the simulation outcomes in Figure (4) show, the 

energy utilization in the suggested manner is clearly lower 

than the iCSHS, PSOGSA, and Leach manners, which will 

outcome in greater network productivity and longer lifetime 

during the simulation. The suggested manner determines 

the size of each cluster with the aim of achieving the lowest 

energy utilization and selects nodes as cluster heads with 

the aim of making the network energy efficient. Also, the 

suggested routing algorithm based on game theory will 

distribute the load in the network and prevent the 

imposition of a large load on the nodes a period the base 

station, such that in the formed clustering structure, the size 

of the clusters close to the destination node is determined to 

be small, and as a outcome, the increase in energy 

utilization for forward data transmission and also the 

imposition of a large traffic load on the nodes close to the 

base station will be prevented. Figure (5) shows the number 

of successfully exchanged packets in the network for 

different periods in the simulation. 
 

 
Fig.5.Number of packets transmitted in different stages 

 

In Figure (5), the performance evaluation outcomes of 

the suggested manner from the point of view the number of 

packets sent are compared with the iCSHS, iPSOGSA, and 

Leach algorithms. As shown in Figure (5), the suggested 

manner can transmit more than one and a half times more 

data packets between network nodes than the iCSHS 

manner and nearly 1.8 times more than the iPSOGSA 

manner; Because with the continued use of the network, the 

sensor nodes in the iPSOGSA and iCSHS manners lose 

their energy, but in the suggested manner, there is still a 

sufficient number of nodes available for sending data and 

routing packets. This difference is greater compared to the 

Leach manner, and the suggested manner is able to 

exchange 5.8 times more data packets between network 

nodes compared to the Leach manner. This productivity in 

sending is the outcome of using the asymmetric clustering 

structure in the suggested manner. In addition to reducing 

energy utilization, this algorithm can transmit large data 

packets at the network level with appropriate load 

distribution. In the following section, we will examine the 

effect of varying the number of network nodes on the 

efficiency of the suggested manner.  

In these experiments, the performance of the suggested 

manner is compared with the iCSHS[20], iPSOGSA, [21], 

and Leach [19] manners. In this investigation, the number 

of network sensor nodes varies between 100 and 300 nodes, 

and the network lifetime and the total number of 

transmitted packets are calculated. The global network 

lifetime is shown in Figure 6 by changing the number of 

sensor nodes. 
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Fig.6.Network lifetime by changing the number of network sensor 

nodes 

 

Figure 7 also shows the number of network packets 

alteration for these alterations. 

 

 
Fig.7. Packets exchanged for alterations in the number of sensor nodes 

 

Figure 7 shows that as the number of sensor nodes 

becomes greater, the lifetime of the network becomes 

greater. The number of energy sources becomes greater 

with the number of sensors and they are involved in the 

routing process, which prolongs the lifetime of the network. 

If the clustering and routing protocol desirably uses the 

energy resources of the sensors, it increases the lifetime of 

the network. 

This condition for the suggested manner can be clearly 

seen in Figure (7), and the suggested manner, with 

asymmetric clustering of network nodes and efficient data 

routing between cluster head nodes, prevents the energy 

waste of sensor nodes and further increases the network 

lifetime. By increasing the network lifetime by the 

suggested manner, it is natural that more data packets can 

be successfully exchanged between sensor nodes. The 

outcomes obtained indicate that the suggested algorithm 

works well in correctly clustering nodes and in efficient 

data routing. Based on the outcomes, the suggested manner 

can increase the network lifetime by 26.85% compared to 

the iCSHS manner and by 128.52% compared to the 

LEACH manner. On the other hand, the suggested manner 

can increase the average number of packets exchanged in 

the network by 31.04% compared to the iCSHS manner and 

by 519.25% compared to the LEACH manner. On the other 

hand, the computational complexity in the suggested 

manner and the iPSOGSA and iCSHS manners is equal to 

On log, which comes from the computational complexity of 

the population sorting operator, where " denotes the number 

of active nodes in the network. This complexity in the 

LEACH manner is equal to (n).However, although the 

LEACH manner has lower computational complexity than 

the suggested manner, the productivity of the suggested 

manner in clustering and routing of wireless sensor 

networks is much higher than the LEACH manner, which 

allows this difference in computational complexity to be 

ignored. 
 

6. Conclusion 
In this study, a manner was suggested to simultaneously 

solve two problems: cluster head selection and desirable 

multi-step routing from cluster heads to sinks. The 

suggested manner was assessed using simulation and 

compared with several manners that solve the two troubles: 

cluster head choice and multi-step routing between them 

independently, in terms of network lifetime criteria. The 

outcomes showed that the suggested manner improved the 

network lifetime. 

In this investigation, an asymmetric clustering and 

routing algorithm was suggested for balanced load 

distribution in wireless sensor network. One of the 

advantages of the proposed manner is the choice of cluster 

head nodes using the suggested algorithm to minimize the 

energy utilization of the network. The cluster head is 

determined by genetic algorithm. In the suggested manner, 

the radius of each cluster is also determined using an 

optimization model. An algorithm based on the hierarchical 

algorithm is also used to route data between cluster heads in 

the network. According to the outcomes obtained, the 

suggested manner is an efficient clustering algorithm for 

lowering energy utilization and increasing network lifetime. 

The routing algorithm used in the suggested manner can 

improve the packet sending speed by distributing the 

appropriate load and selecting a reliable and more energy-

efficient path compared to previous manners. 

 

7. Future proposals 
To continue the investigation, it is suggested that, apart 

from the PSO algorithm and the MHRM manner, other 

manners that exist for determining cluster heads and multi-

step routing should be combined and used to dissolve the 

two problems at the same time and the outcomes should be 

examined. The use of other evolutionary algorithms to 

improve the produtivity of routing algorithms can be the 

basis for future work. 
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