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Abstract–Ability to remove ambiguities is one of the main characteristics of the fuzzy systems in 
resolving the problems like NLP and morphology. On the other hand, most of the conducted 
studies in the field of morphology of Farsi language are dealing with analysis of words by means 
of HMM statistical method. Therefore, this paper has conducted the statistical morphology in the 
role of words in a sentence in the two sets of independent roles like: “Subject, adverb, possess, 
possessive, subject, subject header, appositive, conjunct, conjunctive, exclamation and proclaimed” 
using Fuzzy system. Also, in this Fuzzy system, the Max (Product) Fuzzifier by Bi-gram labeling 
was used. In addition, regarding the importance of defuzzifier of step one, in all fuzzy systems, for 
the first time, 6 types of defuzzifiers of ‘Maximum membership, center of gravity, weighted 
average, mean of maximum, smallest of maximum, largest of maximum, center average’ were 
implemented and obtained results have shown that the Center of gravity defuzzifier method with 
the mean of 63.698% had better results in comparison with other defuzzifer methods. 
 
Keywords: Fuzzy System, Bi-gram, difuzzifire, independent roles, dependent roles. 
 
 
 

1. Introduction 
 

As this paper explores the labeling of vocabulary words in 
Farsi in the case of role of words in sentences, and because 
of using the Bi-gram labeling method during the proposed 
approach, this research can be seen in the range of labeling 
of words via statistical methods. 
Thus, according Section 2, most studies in Persian deals 
with the study of words, on the other hand, statistical 
method proposed in this paper and previous research of 
phase system, used fuzzy system for decision making, that 
it is important to know that research in the field of 
statistical morphology applied HMM methods or other 
methods other than the fuzzy method.  
Another novelty in this paper is about investigation of 6 
types of difuzzifire approach in Bi-gram labeling method 
which has the highest output in relation to the Uni-gram 
labeling method and com-binational methods in past 
researches. 
Also, it should be noted that in these calculations and fuzzy 
decision making, in three directions (role, type and words) 

Bi-gram labeling was considered. One of them is the Bi-
gram labeling from analysis of the words of input word 
(one of the system inputs), to the words combination. The 
second Bi-gram labeling calculated the weight of words 
caused by the words forming the sentences and the final Bi-
gram labeling in these calculations, is related to the words 
combination. After fuzzification and creation of a fuzzy 
relation of Max (product) among the labels, finally 
comparison of 6 types of defuzzification methods in Bi-
gram approach was done and results were compared [1, 2]. 
 
 

2. Related works 
 

The studies on lexicology as a great part of data mining 
are started by Petr Trojanskij,1933 [3, 4]. Later, during 
these years, data mining were evaluated by different 
methods [5]. One of the methods is Rule Base [6], 
statistical and probability [7], memory-based, combination, 
etc. [8]. Most of the studies on processing of natural 
languages are in two statistical sets, Rule- Base or a 
combination of both methods with other method as: [9] in 
Indian language and [10, 11] in Arabic language. The 
majority of combination methods are rule based and 
statistical methods combination. Thus, rule-based and 
statistics-based methods are reviewed. 

Rule-based method: This method includes grammar for 
making sentences and making words. One of the 
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researchers on using Grammar in NLP in non-Persian-
Arabic languages is Chomsky, 1956. He was a pioneer in 
this research. In the same year, Kleene performed the 
grouping and prioritization of words based on rules with 
finite automats and regular terms [12]. As continuing the 
researches [13], labeling of speech was performed with 
finite state and [14] with simple rules and by rule-based 
method. Research [15] has implemented labeling part of 
speech by rule-based method on Indian language. Backus 
[16] implemented semantics by rule-based method. Also, 
the study [17] refers to the models with the rules based on 
dependence at conceptual level of web pages [18]. The 
researches on machine translation in Catalan-Spanish can 
be based on the rules of this language. Regarding Persian-
Arabic, by rule-based method, Khoja and Gar-side 
performed root search of words by using some models of 
words [19]. In another method by counting pre-fixes and 
suffixes and rules of Arabic language [20] searched the 
roots of words. Taghva et al., [21] performed roots 
searching of Arabic words by Khoja method with the 
difference that no dictionary was used. The researches of 
Ababneh et al., [22] are regarding root search of words in 
Arabic to improve the results of searching. Buckwalter in 
the study [23] implemented morphological analysis of 
Arabic. Researches [24, 25] applied rule-based method to 
improve root search and clarification of Arabic words and 
[26] performed researches on the system evaluating root 
search of Arabic by that Grammar and the relevant rules. 
Bateni [27] achieved the structure of different sentences by 
Persian grammar and then evaluated the conversion of each 
sentence to another type. 

Probability and statistical method: The researchers who 
performed some studies on language processing in non-
Persian-Arabic languages as: Kaplan performed an 
empirical study on statistical method [28] in the target 
language. Also, the study [29] is the tagging of random 
words of 5 languages automatically and the results are 
tested on 7 languages. Research [30] is the tagging of 
English words by a probable model. Researches [31, 32] are 
taggers of words in speech determination as implemented 
based on statistical model. In addition, researches [33] have 
applied statistical models and methods for machine 
translation with the difference that [34] is on machine 
translation of English and Russian. In addition, to find the 
morphological form of words and classification of terms, by 
statis-tical methods researches [35, 36] are performed. In 
Persian-Arabic languages researches as statistical based 
[37], N-gram tagger is used in Arabic to find the roots of 
words. IN the research [38], N-gram statistical method is 
used to classify Arabic documents. In some researches, N-

gram statistical tag-ger and Hidden Markov Model 
statistical method [39, 40, 41] are used to tag Arabic speech 
[42]. The researches on Persian by statistical method like 
Arabic are performed to use HMM, N-gram as statistical 
morphological analyzer [43] and grammar tagger of Persian 
vocabularies [44]. These re-searches have presented a 
bright path in lexicology and processing of natural language 
namely in Persian. It is worth to mention that in lexicology 
of Persian, some researchers as “Bijan Khan” و “Shams 
Fard” have conducted effective researches [45, 46]. 

After 3 decades of the first research activities in 
lexicology and natural language processing, fuzzy theory 
was presented by Lotfi A. Zadeh” in a paper called “Fuzzy 
Sets” [47]. Later, in 1973, fuzzy control was established. 
This theory was used widely in many research fields and as 
an expert system could have a special position in most 
affairs including artificial intelligence (AI), smart systems, 
medicine, chemical industry [48], transportation industry, 
etc. One of the most important applications of this system is 
data mining and lexicology is a part of it and has received 
less attention by the re-searchers. The first research on 
speech determination and model diagnose by fuzzy system 
is dedicated to [49]. To achieve web browser models in data 
extraction by fuzzy system, we can refer to [50]. In fuzzy 
decision tree in data mining, we can consider the first 
studies regarding [51] and then to [52, 53]. In words tagger 
by fuzzy networks [54] and using intuitive fuzzy logic in 
data mining, we can refer to research [55]. 

Considering all advances in fuzzy data mining it seems 
that (as [56] and [57]), fuzzy morphology, especially in 
Persian and Arabic, and in particular the combination of 
words in the sentence, which deals with the meaning of 
words in sentences, have paid less attention by the 
researchers [58]. However, specific applications and the 
broad results of morphology systems including the 
"machine translation [34], summarization [59], filtering 
[50], speech recognition, speech synthesis [60, 61], 
indexing and combining texts," can be pointed which 
makes it essential to conduct studies for research on 
morphology and operation phase systems. 

Therefore, in this paper, using a method [1] based on 
fuzzy system decisions are made in the role of words in 
sentences in Farsi. The study has four important aspects, 
one because this study examines the role of words in 
sentences, not of different words in the sentence, which 
means that the results of this study refer to the concept of 
sentence. Second, Bi-Gram labeling method was used in a 
fuzzy system that puts the method in the range of statistical 
methods. Third, the impact of any defuzzification method in 
recognition of role of words in sentences was studied. The 
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fourth reason of im-portance of this study is that in each of 
examined defuzzificators, both dependent and independent 
roles as well as common and less common dependent roles 
were evaluated separately. 
 
 

3. Method of determining the fuzzy role 
 

The studied Fuzzy method considers different levels of 
membership for each word according to two factors of 
forming letters of the word, and the moment of transition 
from analysis to combination in the form of fuzzy values. In 
addition to taking the process of defuzzification, even the 
possibility of any role after another, is effective on the 
defuzzification. Therefore, discussed fuzzy computational 
methods using the demystify property of fuzzy systems, and 
taking into consideration all aspects affecting the words role 
[62, 63], is trying to resolve the problem and identify the 
role of words in sentences [64].  

Therefore, Specific feature this method can be stated the 
following: 
1. Possibility of training the expert system using the 

grammatical rules of grammar Persian Language, in 
analysis and composition. 

2. Use of the word database for each role, in order to obtain 
the weight of each word due to the letters of the word. 

3. Using statistical computing relating to the transition from 
analysis to combine words. 

4. Using statistical computing relating to the presence of 
each of the other role. 

5. Obtain independent and dependent separate roles. 
6. Evaluating six different types of defuzzification. 
7. Compare the results of the six different types of 

defuzzification. 
8. Use fuzzification, the impact poor relations, less, and the 

impact strong relationships, further, be. 
9. Possibility of using this method in other languages.  

[65, 48, 1] 
The method for determining the fuzzy role has 8 steps. 

Therefore, in general the algorithm of fuzzy calculations 
has 8 steps as shown below: 
1. Receiving the sentences and analysis of them from user 
2. Extracting the required matrices  
3. Forming the possible states according to the number of 

words of input sentences. 
4. Removing the impossible scenarios 

5. Calculating the matrix of Realation_tarkib/  using the 
expressed terms of calculations in step 6. 

6. Deriving different defuzzifires available in 4-3 section 

using the  in 2-3-3 section and  of 3-1-3-3 
7. Repeating steps 5 and 6 for all possible scenarios. 
8. Obtaining the biggest output result of a variety of 

possible scenarios of phrasing and displaying the 
output results [66, 1]. 

As can be seen in Fig 1 the fuzzy system approach 
includes 4 overall steps. In this part, these 4 steps are 
described in detail to identify the role of words using fuzzy 
system. So initially there are descriptions for inputs 
required for the system, then the rules of grammar of 
Persian language required for training of fuzzy system for 
conclusion engine [67], and then steps of taking required 
conclusions by mean of fuzzy system are described. At the 
4th step, the process of extracting results by means of 
different defuzzifires is descried and their steps are 
compared. Finally, a hypothetical example, and at the end 
of a hypothetical example with the four methods are 
described [8, 68, 69]. 
 

 

 
 

3.1. Input sentences and type of words 
 

One of the inputs of this system is the sentences in the 
Farsi language. It is worth noting that these sentences and 

words are in standard form. In this study, the slangy 
sentences are not considered. Since some of the Persian 
words can be bi-partial, (like the ‘has-been’ verb, it I 
essential to consider the roles of accurate typing rules, like 
treatment of half-distance standard.  

Fig 1. Fuzzy system for identifying the role of fuzzy words  

Non-fuzzy input  

Fuzzy set  

Input sentences and 
type of words 

Conclusion engine 

Identifying the role of 
words in the sentence 

Farsi language grammar  

Non-fuzzy set  

Non-fuzzy output 
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Another input of system is the true tag of analysis, 
related to each of the words that can take advantage from 
most of successful researches conducted in this field to 
identify the type of words in the sentence. To obtain the 
analysis of the words in the input sentences, it is possible to 
use an executable file "software of natural language 
processing" made in "laboratory networks of Ferdowsi 
University of Mashhad". This software represents only Tags 
of analysis of input sentences clearly, and is easily 
accessible in the site of this laboratory. Analysis tags 
discussed here are included of 10 tags: (verb, noun, adverb, 
adjective, pronoun, preposition, including overnight ;!;). 
[70]. 
 

3.2Persian grammar rules 
 

The number of possible combinations or derived from 
Persian grammar for this project are 194 cases, with 
different wording. Therefore, the statistical results of 194 
different wording, is used to train the expert system. In this 
regard, firstly the analysis of this type of 194 wording of 
Persian grammar and then their combination with the help 
of Persian grammar books in Persian grammar school and 
high school with the help of experts in the field, extraction 
and then to train the fuzzy system are applied [1]. 
 

3.3Conclusion engine 
 

Persian language conclusion engine by means of fuzzy 
system, is composed of two sections of labeling and 
defuzzificating. Therefore, firstly three different types of 
labeling required for this method are as shown in Section 
3.3.1, then using such labeling, Defuzzification is described 
by Max (product) method [8, 71]. 
 

3.3.1. Bi-gram labeling 
 

One of the major successful labeling methods used and 
managed in statistical morphology, is the labeled N-gram 
labeling approach. This method is classified in different 
classes including Uni-gram as the first floor, Bi-gram as the 
second floor and Tri-gram as the third floor. In general, the 
formula for calculating the N-gram method is the 
following[6, 7]. 

 

� �i …   i − N − 2 after i − N − 1 after i + N% of repeat ��
���  (1)  

 

In Eq. (1), the general state of calculation of words 
weight by means of N-gram method, M is the number of 

letters in each word or the words of a sentence, N shows the 
ranking of the labeling of N-gram. In a simpler word, 3 
levels of N-gram labeling can be stated as shown in Table 1 
[72, 71, 73]. 

 
Table 1. Comparison of 3 classes of labeling of N-gram 

 

Changes of sentence 1 Type of 
labeling 

No. 

��i letter or word��
���  

Uni-
gram 

1 

� � % of repeating the i + 1 word or letter after the word or letter of i ��
���  Bi-gram 

2 

� ! % of repeating the word or letter of i + 2  after the word or letter of i + 1"�
���  

Tri-
gram 

3 

 

In this paper, the method of Bi-gram labeling is used. 
The reason for this choice is that in the [1] article three 
different labeling were examined and the results of the 
comparison indicate that labeled Bi-gram method is 
superior. So therefore, in this article, only the Bi-gram 
method is required for early labeling as the fuzzy systems 
input. 

Of course, 3 different types of Bi-gram labeling re 
needed, in continue the steps of the Bi-gram used in the 
fuzzy calculations will be discussed. Notably, all three 
types of labeling mentioned below were applied by 
Mircosoft Excel 2013 outside of this research area which is 
Microsoft visual studio VB.net 2012, it has been calculated 
and then used as tables or arrays that trains fuzzy system. 

 

Labeling based on the letters forming the words 

In this type of labeling, firstly the both database from 
each of the two groups, independent roles "subject, 
prepositions, Subject, predicate, object, complementary and 
verb" and related functions, " adjectives, adverbs, possess, 
possessive, conjunct, conjunctive, appositive, exclamation, 
proclaimed, the unknown and the prepositions" with three 
separate symbols for words such as"!;, " are available in 
each group. 

In overall calculations, 10 roles or tags for independent 
roles and 15 tags for dependent roles were calculated. In 
this statistical work, the Bank of words Software of 
“ analysis of Farsi sentences (Pars Process’, ‘The body of 
bi-Jen-Khan words’ and for the verbs, besides them also the 
‘Bank of verbs of Farsi language data references, Version 
3.0’ was also used. For the Names also the ‘bank of name 
culture and nomination of Iran Registration Office were 
used. The total number of words in the database, for all 
roles is 76,274 words. Then, by the help of the Microsoft 
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Excel software, the Bi-gram content of the forming words 

of ‘ يئيةؤإأءۀآابپتثجچحخدذرزژسشصضطظعغفقکگلمنوھ ’ , which is 

composed of different letters and words, in the form of %, 
calculated by the help of the sentence available in the 
second raw of the table 1. Therefore, the phrase 1 which is 
in a general form, changes to the form of phrase 2 at this 
step. 

 

� !% #$ %&'&() #$ *#%+ , ($)&% )ℎ& *#%+ , + 1 ".
/��  (2)  

 

In Eq. (2), the overall condition of calculation of words 
weight by means of Bi-gram method, M is the number of 
letters forming each input word [7, 74]. 

In fact, in this calculation, the total of %of presence of 
each letter after the other one is in each one of the roles 
where in each role, a 2-dimensional array of (45*45) is 
obtained. By summation of these values (by the help of 
phrase 2) in each word of input sentence, weight of words I 
derived based on the forming letters of each word. The 
output of these calculations, is a 2-dimensional array (M*10) 
for independent roles, where 10 is the number of roles 
available in this set and M is the number of words of input 
sentence. In this way, a two-dimensional array of (M*15) is 
derived for the dependent roles where 15 is the number of 
dependent roles and M is the number of words in input 
sentence. These tables or 2 dimensional matrices are called 
as the Matrix_B. In the first raw of the Table 2, there are 
some of the calculations of these labeling [72, 75, 1]. 

 

Labeling on the basis of the following words any word 

before 
This label is another type of labeling for fuzzy processing. 

This labeling can consider the words of analysis, as well as 
the role of words in a sentence. In fact, this label checks 
that after any analyzing word, in place of ith, in what % of 
cases which role of a combination locates at the location of 
i +1th. In fact, it could be said that this label statistically 
determines the moment of decomposition transition (entry) 
to the combined survey.  So, for the statistical calculations, 
194 different wording have been expressed in section 3-2. 
After this calculation, the output of this stage is put in the 
two-dimensional matrix with dimensions (10 × 15) and (10 
× 10) and classified as Bi_gram_tarkib. In these matrices 
there are 10 types of words in the analysis, along with three 
separating symbols, independent roles 10 and 15 is the 
number of dependent roles. So, it is noteworthy that the 
general term for the overall 3 is 1 at this point[6, 9, 10, 4, 7]. 

 

� 0% of repeating role i after thetype of i + 1 
2�

���  (3)  

 

In Eq. (3), the general case for calculation of weight and 
role of words by means of Bi-gram method, M represents 
the number of words in the input sentence. This statement 
based on the two inputs of the calculations, one is kind 
words, and the other one is input sentence, performs the 
calculations. In each step, these calculations are repeated 
based on the assumptions available from the past and its 
values are derived from Bi_gram_tarkib matrix. Number of 
assumption conditions is changed based on the number of 
words in input sentence. The possible numbers for the 
dependent roles and independent roles are about 15 number of 

words and 10 number of words.  The second raw in the table 2 
shows a sample of these types of labeling [1]. 

 

Labeling based on any role by the words after the word 

before 

This labeling is special to the different combination 
conditions. The input of sentence analysis does not have 
any effect on the matrix calculations. In fact, this labeling is 
caused by statistical calculations in 194 types of phrasing of 
sentences extracted from Persian grammar. After obtaining 
the composition of these wording using Persian grammar 
rules, for training of fuzzy system, 2 sets of two-
dimensional matrices with dimensions of (10 × 10) were 10 
is the number of independent roles and (15 × 15) were 15 is 
the number of dependent roles are obtained by the name 
Bi_gram_kol. The matrix is derived by % of attendance of 
any role in the composition at i + 1 location after another 
role or repeat of the same role at the ith iteration. So, the 
general term of 1 is changed to term 4. 

 

� 0 % of repeating role i after the type of i + 1 
2�

���  (4) 

 

In Eq. (4), the general case for calculation of weight and 
role of words by means of Bi-gram method, M shows the 
number of words in input sentence. In the third raw of Table 
2, a sample of such labeling calculations is shown. Table 2, 
calculations for the three types of labeling in sample 

sentence ‘ يدزود بار باران ’/baran zud barid/ to mean ‘rain fall 

rapidly’  باران’و ’ to mean ‘Rain’ is shown [6, 10, 4, 1]. 
 

3.3.2 Fuzzifire of 34=MAX (product) 
 

The machinations use the integers in the system, and cannot 
use fuzzy numbers. On the other hand, in a system such as 
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the detection system of identifying role of words in the 
sentence, there are some convertors for turning the integers 
to the fuzzy words, so that the system is able to establish 
the correlation among different sections. Therefore, in this 
section we investigate the fuzzification method used in this 
study [76, 51, 8]. 
One of the frequently used Fuzzifire methods in fuzzy 
calculations is the Max (product) approach. In fact, the 
reason for using Fuzzifire in decision making systems is to 
obtain a correlation among the problem elements to include 
them in the calculations and removing the ambiguities, 
making the decision and resolving the problem. The reason 

of using Fuzzifire of Max (product) is that in multiplying of 
values it is possible to create the multiplier form analysis to 
combination and also the weight of words so that both of 
these cases have the biggest membership degree. On the 
other hand, because of choosing the Ma values of the 
multiplies the biggest value is settled in the calculations. 
Therefore, in this section a relation is derived between the 
two matrices of Matrix_B and Bi_gram_tarkib, where the 
output value of these calculations is fuzzy [77, 78, 79]. 
 
 

 
Table 2. 3 types of Bi-gram matrices required for the fuzzy calculation 

 
No Name of 

output 
matrix 

Required input Changes of statement 2 Calculation of weights of roles 

1 

Matrix_b ‘باران’ /baran/ 
� !% of repeating role i5
���+ 1 after the type of i " 

% of repeating word ‘b’ after ‘a’+ % 
of repeating word ‘a’ after ‘r’+ % of 

repeating word ‘r’ after ‘a’+ % of 
repeating word ‘a’ after ‘n’ 

2 

Bi_gram_tark
ib 

باران زود ‘

.باريد ’/baran zud 

barid/ and ‘noun, 
adjective and 

verb’ 
 

� !% of repeating role i6
���+ 1 after the type of i " 

Percent repeat of role ‘adverb’ after 
the type of ‘noun’+ % of repeating the 

role of ‘verb’ after the ‘adjective’" 

3 

Bi_gram_kol 

باران زود ‘

.باريد ’/baran zud 

barid/ 

� !% of repeating role i6
���+ 1 after the type of i " 

Percent repeat of role ‘adverb’ after 
the type of ‘Subject + % of repeating 

the role of ‘verb’ after the ‘adverb 

 7 = Number of Words ،1 < , < 10، 0 < @ < 7،1 < A < 25 C&D(),#EFGHI/J = K ∘ M = N)/،OP،)/،O = 7(QI��R �%/،I × TI،O� (5) 

 

In Eq. (5), Max (product) calculations, Relation_tarkib is 
an output matrix derived by correlation of two matrices 
with two dimensions (10* Number of words), where 10 is 
the number of analysis tags. Two matrices of A and B 
required here have dimension of (25*10) and (number of 
words*25) where 10 is the number of analysis tags and 25 
is the total number of combination tags. It should be noted 
that tags like prepositions and words separating characters 
are jointed in analysis and combination of dependent and 
independent and totally, there are 25 tags in a composition. 
In statement 5, m is the number of words in the input 
sentence. Therefore, correlation 5 with two matrices of 
Bi_gram_tarkib and Matrix_B is as shown in Eq. (6): 

 RelationVWXY�Z�,\ = max^5Y�� !Bi_gram_tarkib�،Y× MatrixB_tarkibY،\c 
(6) 

 

In Eq. (6), Max (product), calculations in Bi-gram 

labeling, k is the number of 25 tags in the composition and I 
is the number of words in the input sentence, j is the 
number of analysis tags. 

Eq. (7), Calculations of membership degree, shows how 
to calculate the de , where regarding the labeling 
characteristics of Bi-gram, the i and i+1 values of each 
word are added in Relation_tarkib, if the sum of these 
values is bigger than 1, it is considered as 1 [62, 65, 78]. 

 0 < , < fg7h&% #$ *#%+T ,E )ℎ& T&E)&Ei& μk�x�� = RelationVWXY�Z!�،Xlmn lo � plXq" +  Relation_tarkib�i+ 1،role of i word� (7)  

 

3.4 Defuzzification 
 

After taking fuzzy calculations in section 2-3-3 and results 
obtained at this section, for making decision of the values in 
a machine, there is a need to converting them to integers 
[80]. So, we require some defuzzifires which can turn the 
fuzzy values to the integers. Therefore, because of 
importance of such defuzzifires and calculation of success 
in each method and obtaining the best possible defuzzifire, 
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among them 6 types of defuzzifires are investigated 
including: Maximum membership ،Center of gravity ،
largest of max ،mean max membership ،smallest of max ،
weighted average.  In all of the defuzzication calculations 
described in this section, number of words in each sentence 
is =N [79, 76, 81, 82]. 
 

3.4.1. Max membership 
 

In this method, the repeating percentage of each role 
after the other role (3-1-3-3) with the max membership 
degree (section 2-3-3) are considered as the answer. In fact Q/  with the maximum value of ge is considered as the 
equivalent number of the fuzzy number. 

Since the membership values in this study are discrete, 
such calculations are applied as shown in Eq. (8). 

 r∗ = �Repeat % of each role affter another�Related to the �max�uvwxZnX lo plXqy/��
z �Membership degree of i word and i + 1 �� { (8) 

 

In Eq. (8), Maximum membership, fuzzy values are the 
membership degree. In fact, values of membership degree 
for each word are investigated in 25 different roles ad at the 
biggest membership degree, Q/ value is extracted for that 
path.  

Of course, it is possible that number of maximums in this 
fuzzy system become more than 1. So, in such cases, the 
first membership degree found among the memberships is 
considered as the repeating percentage of that role (section 
3-1-3-3) as the possibility of that composition to be 
happened [83, 80, 84]. 
 

3.4.2. Center of gravity 
 

One of the defuzzifires used here is the gravity center 
defuzzifires, as the most common defuzzification method in 
fuzzy systems. Statement 9, is an overall formula for 
calculation of gravity center in the case of discrete degrees. 

 

r∗ =
∑ ! Membership degree of the i word and  i + 1 " ∗

! repeat percentage ofeach role after another"�uvwxZnX lo plXqy���
∑ �Membership degree of the i word and i + 1��uvwxZnX lo plXqy ���

 
(9) 

 

In the Eq. (9), Gravity center, the membership degree is 
the (section 2-3-3) of ith and i+1th . The calculation process 
of the ith and i+1th are shown in section 2-3-3. Q/ Show the 
repeating percentage of each role after the other (section 3-
1-3-3) [83, 80, 1]. 

3.4.3. Largest of max (LOM) 
 

In this method, the membership degrees (section 2-3-3) 
of ith and i+1th words based on the repeating percentage of 
each role after another are arranged in ascending order and 
among them the biggest value of Q/  is related to the 
biggest de are obtained. If there is only one value of the 
biggest membership degree, it behaves like section 1-4-3.  

Therefore, this defuzzifires can be used in the continuous 
and discrete systems like systems of identifying the role of 
words in the Farsi sentences. Statements 10 and 11, are the 
overall formula of calculations related to the Largest of max 
defuzzifires. hgt}x�Yc= ~!Membership degree of the i word and  i + 1 " x�of the biggest� 

(10) 

 

In Eq. (10), Supremum(de), hgt is an aray where the all 
values of the repeating percentage of each role after the 
other role related to the biggest membership degrees 
(section 2-3-3) obtains the ith and i+1th words or 
Supremum(de). In fact, statement 10 is the first step of this 
defuzzication process. The complementary step of 
statement 10 is shown in statement 11. 

 

ZW = � The biggest !repeating percentage of each role after the other role "available in hgt � (11) 

 

Eq. (11), calculation of the final output of defuzzication 
method of the biggest maximums, considers the biggest 
repeating percentage of repeating each role after another 
derived in section 3-1-3-3 and statement 10 in array of hgt, 
as the output of the defuzzication of the biggest maximum 
method [82, 80]. 
 

3.4.4Smallest of max (SOM) 
 

In this method, membership degrees are arranged in an 
ascending order based on their Q/   values (repeating 
percentage of each role after another, section 3-1-3-3), and 
among them the smallest Q/  of the biggest de 
(membership degrees of the ith and i+1th, section 2-3-3) are 
obtained. This method is applicable for the systems that can 
have a Max of de , and if there is just one maximum 
membership degree, it behaves like section 1-4-3.  
Therefore, such defuzzifires can be used in continuous 
systems and also discrete systems like the system of 
identifying the role of words in Farsi language. Statements 
10 and 12 show the general formula of calculations via 
smallest of max defuzzication method.  
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Statement 10 is the first step of this defuzzication method. 
The complementary step of statement 10 is shown on 
statement 12. 
 

ZZ = �  The smallest! repeating percentage of each role after another role" available in hgt � (12) 

 

Eq. (12), calculation of the fnal output of the biggest max 

defuzzication method, shows the smallest values of  
(repeating percentage of each role after another, section 3-
1-3-3) obtained by statement 10 located in hgt array, as the 
output of the smallest min defuzzication method.  
Difference of this method and the biggest max defuzzifires 
is in statements 11 and 12, where in statement 11, sup 
values are shown as the output but in statement 12, min 
values are considered as the output[47, 82, 83, 80]. 
 

3.4.5. Mean of max 
 

This defuzzifire, is the mean of the Q/  (repeating 
percentage of each role after another, section 3-1-3-3) 
obtained by statement 10. In fact, the mean of the Q/  
repeating percentage of each role after another, section 3-1-
3-3) 

This defuzzifire, is the mean of (repeating percentage of 
each role after another, section 3-1-3-3), obtained by the 
statement 10. In fact, it is the mean of Q/  (repeating 
percentage of each role after another, section 3-1-3-3) with 
the maximum membership degree or the de (membership 
degrees, section 2-3-3). Therefore, this defuzzicator system 
in the cases where the biggest des is more than 1, is 
different from the biggest ma membership degree 
calculated at section 1-4-3.  

This defuzzificating method uses three 11, 10 and 12 
statements and finally statement 13 for obtaining the output. 

So, firstly by statement of 10, the  value with the biggest 
membership degree are located in htg array and then by 

statement of 12, the biggest  available in htg mentioned 

in statement 11, locates in the rJ. finally, to obtain the 
mean of maximums, statement 13 is used. 
 

z∗ = }zW + zZc2  (13) 

 

In Eq. (13), Calculation for the final output of 
defuzzication method of the mean of maximums, rG is the 

biggest  (repeating percentage of each role after another, 

section 3-1-3-3), related to the maximum of  s 
(membership degrees of ith and i+1th words, section 2-3-3) 

and rJ is the smallest maximum of  s andr∗shows the 
output of the maximum mean defuzzication method [83, 80, 
62, 5]. 
 

3.4.6Weighted average 
 

This defuzzification method is obtained by multiplying 

the membership degree in mean of s (repeating 
percentage of each role after another, section 3-1-3-3) 

related to the membership degree of ith and i+1th words ( , 

section 2-3-3), divided by the sum of the mean of . 
Therefore, this mean has weight, because it’s obtained 
based on the weight of their Q̅/. Statement 14, is the overall 
formula of the mean weighted defuzzification method. 

 

a = ∑  �Membership degree of the i word and i + 1 � ∗ �x�� �uvwxZnX lo plXqy��� ∑ �x���uvwxZnX lo plXqy���  (14) 

 

In Eq. (14), Final calculation of the weighted mean 
defuzzication method, a is the final output of this 
defuzzifire, andQ̅/s are the weighted means of the repeating 
percentage of each role after another defined in section 3-1-
3-3, and the membership degree of the ith and i+1th words as 
shown in section 2-3-3 [47, 82, 83, 80]. 
 

3.5. An example of system of identifying the role of 

words in Persian sentences using fuzzy method. 
 

In this section, using the mentioned 8-steps algorithm in 
section 3 and descriptions of 1-3, 2-3, 3-3 and 4-3, for 
example required calculations for the input sentence are 
shown by ‘ يدباران زود بار .’/baran zud barid/ and analysis of 
the input ‘باران’/Baran/: name, ‘زود’/zud: adjective, and 

‘ يدبار ’/barid/: verb’.   

Firstly, the repeating percentages of each letter in 
different roles are obtained regarding the section 1-3. 
Therefore, in such calculations some tables like table 3 are 
used for calculation of words weight in the role of each 
word. In table 3, rows shows the ith letter and columns show 
the i+1th word. 

Table 3. Some parts of precense percentage of each word after another 
for the role of the verb 

 
 ج ث ت پ ب ا 

 0.89 0.25 1.26 0.21 4.23 0.02 ا

 0.04 0.00 0.91 0.00 0.47 11.81 ب

 0.00 0.00 0.00 0.00 0.00 13.46 پ

 1.08 0.10 0.20 0.10 1.27 5.78 ت

 0.00 0.00 1.39 0.00 5.56 12.50 ث

 0.00 0.00 1.19 0.00 0.74 14.37 ج
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In table 4, the lonely part of Matrix_B array or the sum 
of the values for the hypothetical sentence of ‘ باران زود

يدبار .’/baran zud barid/ are shown in the hypothetical roles 
of ‘Noun, Adjective, Verb’. These calculations are totally 
described in section 1-1-3-3. 
 

Table 4. Matrix_B calculations for three roles of ‘Subject, adverb and 
verb for example 

 

Input word Role 
subject 

% of presence of each 
word after another in 

each role title 

Sum of 
weight of 

role 
Baran/’باران‘
/ 

Subject "b "Then  " a+" 
"a "Then  " r+" 
"a "Then  " n"= 
 

0.132+ 
0.098+ 
0.0115+ 
0.174=1.407 

Zud/ Adverb "z "Then/’زود‘  " u+" 
+"u "Then  " d"= 
 

0.066 
0.272=0.338 

barid/ Verb "b "Then/’باريد‘  " a+" 
"a "Then  " r+" 
"r "Then  " i+" 
="i "Then  " d+" 

0.118+ 
0.13+ 
0.097 
0.095=0.44 

 

Therefore, for the hypothetical roles of ‘Subject, adverb 
and verb’ values of Matrix_B of this sentence are 

→/zud/’زود‘ ,baran/ →subject=1.407/’باران‘

adverb=0.338,’ يدبار ’/barid/ →verb=0.44.  

For example, table 5 shows some parts of 
Bi_gram_tarkib matrix for the independent roles. The point 
that after each word in the ith location which role is placed 
at the i+1th location is defined by Bi_gram_tarkib matrix. 

 
Table 5. Some parts of Bi-gram-tarkib of independent roles 

 
Complem_ 
ntarity 
(j) 

Object 
(i) 

Predicate 
(D) 

Subject 
headers 
(C) 

Subject 
(A) 

Type 
 
role 

5.556 7.407 0.000 0.000 3.704 Verb 
8.261 12.174 5.652 0.435 8.261 noun 
0.000 10.256 10.256 2.564 2.564 adverb 
2.083 2.083 4.167 6.250 18.750 adjective 
4.225 14.085 7.042 0.000 4.225 pronoun 
36.416 6.936 2.312 0.578 21.387 letter 
9.091 0.000 0.000 0.000 45.455 clause 
 ؛ 29.412 0.000 29.412 23.529 5.882
0.000 0.000 0.000 0.000 0.000 ! 
0.000 0.000 0.000 0.000 0.000 ، 

 

In Table 6 Results of calculations of statement 6 are 
shown in the input sentence of ‘ يدباران زود بار .’/baran zud 
barid/. Regarding the tables 5 and 6 and statements of 5 and 
6 available in section 2-3-3, table 6 can be obtained. 
 

 
Table 6. Values of Relation_tarkib matrix in the sentence of ‘ .باران زود باريد ’/baran zud barid/. 

 
Type of 
words 

verb noun adverb adjective pronoun letter Claus ! ؛ ، 

 Baran/ 0.0269 0.29 0.41 0.458 0.442 0.56 0.545 0.117 1 0.117/’باران‘
 Zud/ 0.0269 0.29 0.41 0.458 0.442 0.56 0.545 0.117 1 0.117/’زود‘
 Barid/ 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000/’باريد‘

 
 

Table 7. Some parts of Bi_gram_kol matrix 

 
Role ver

b 
adv
erb 

Compleme
ntarity 

obj
ect 

predi
cate 

Subj
ect 
head
ers 

subj
ect 

subject 
0.2
01 

0.04 0.04 
0.1
14 

0.0 0.0 
0.14
8 

Subject 
headers 

0 0 0.0 
0.1
07 

0.607 
0.03
6 

0.0 

predicate 0.6 
0.03
3 

0.0 0.0 0.133 0.0 0.0 

object 
0.2
35 

0.01
4 

0.029 
0.2
79 

0.0 0.0 0.0 

Compleme
ntarity 

0.5
76 

0.01 0.196 
0.0
43 

0.22 0.0 0.0 

adverb 
0.3
84 

0.12
7 

0 
0.1
15 

0 
0.03
8 

0.07
7 

verb 
0 0 0 

0.1
08 

0 0 
0.02
7 

 

In table 6, joint roles like verb are jointed in analysis and 
combination and do not require calculations, therefore they 
have a value of Zero. 

For example, table 7 shows some parts of Bi_gram_kol 
matrix among two matrices of Bi_gram_kol shown in 
section 3-1-3-3. Total Bi_gram_kol shows the presence 
percentage of each role after another at the ith and i+1th 
location stated by statistical calculations defined at section 
3-1-3-3. Bi_gram_kol is considered as the Q/  in fuzzy 
calculations.  

Table 8 shows types of calculations for defuzzifires for 
the hypothetical sentences of ‘ يدباران زود بار .’/baran zud 
barid/ by the type of words of ‘noun, adjective, verb’ and 
just one hypothetical condition of words ‘subject, adverb, 
verb’ regarding the statement of 14-8 and tables of 7 and 8. 
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Table 8. Calculations of gravity center for three hypothetical conditions 
 

Calculation Sample 
Title of defuzzifires 

ℎ�)�Q/� = 7(Q}�0.29 + 0.458�. �0.458 + 0.000�c = {0.748} �∗ = { 0.04� Max membership 

�∗ = ���0.29 + 0.458� × 0.04� +  ��0.458 + 0.000� × 0.384��0.04 + 0.384 = 0.485 Center of Gravity ℎ�)}Q/Ic = max #$ }�0.29 + 0.458�. �0.458 + 0.000�c = {0.748} �∗ = 0.04 Largest of max ℎ�)}Q/Ic = max #$ }�0.29 + 0.458�. �0.458 + 0.000�c = {0.748} �∗ = 0.04 Smallest of max ℎ�)}Q/Ic = max #$ }�0.29 + 0.458�. �0.458 + 0.000�c = {0.748} �G = { 0.04� ,�J = { 0.04� �∗ = 0.04 + 0.042 = 0.04 Mean of max 

�∗ = ���0.29 + 0.458� × 0.04� +  ��0.458 + 0.000� × 0.384��0.04 + 0.384 = 0.485 Weighted average 

 
 

In all methods mentioned in Table 8, finally among 
10Number of words and 15Number of words in dependent and 
independent roles, the condition of arrangement with the 
maximum value of defuzzication is considered as the 
output[79, 83, 80, 5, 1]. 
 
 

4. Comparison and Evaluation 
 

To test each method of 6 defuzzification methods 
described in Section 3.4, 70 standard random sentences are 
extracted from text books and websites, and used. In 
addition, analysis labels of 70 input sentences are used as 
the next input. Therefore, in this section obtained results of 
success percentage of each defuzzification method are 
compared and evaluated.  

In general, there are two kinds of roles in Persian 
language sentences, also it should be noted that there are 
some overlapping roles in Persian or jointed roles among 
the analyzing and combining, such as "verb", or some roles 
expressed in various sources under different names. For 
example, subject or Subject headers are considered by this 
phrase n some resources, but also are considered as the 
subject in other resources. The results of analyzed roles in 
this study, regardless of role separation, included 5 
independent and 11 dependent roles. In this study, the 
expression of other roles are avoided, because of the 
overlapping between the analysis and combine or separate 
characters.  

Main roles including Subject (and subject headers), 
predicate, object and complementarity 

Dependent roles including: The noun which is depended 
on the adjective (jointed analysis and composition) possess 
and possessive, adverb, appositive, conjunct, conjunctive, 

proclaimed and exclamation [85, 1]. 
 Success Rate = ��g%%&i) ∗ 100�i#gE) #$ CgD& ,E 70 T&E)&Ei&T (15) 

 

Eq. (15) Calculations of the success value in each role, 
calculates the amount of success percentage (Success Rate) 
where correct is the number of true integers extracted by 
fuzzy system and Count of Rule is the total number of 
attendance in this role during 70 sentences. 
 Average success rate for the dependent/,E+&'&E+&E)

= �∑ Success Rate�� �� 5� �5 or 11  
(16) 

 

For calculation of overall success values of two sets of 
dependent and independent roles, Eq. (16) is applied and 
Success rate I also determined by Eq. (15) for each role and 
then, for each set, success value can be obtained by means 
of Eq. (16). In this statement, 5 is the number of 
independent roles and 11 is the number of dependent roles. 
Of course, 5 and 11are calculated without considering the 
jointed roles, prepositions and separating characters. 
 (�&%(�& �gii&TT C()&
= � Average success rate for the dependent+Average success rate for the independent �2  

(17) 

 

In each of the mentioned defuzzification methods in 
section 4-3, the mean of the overall success in each set can 
be derived by Eq. (17), where Average Success Rate for the 
Dependent is the success rate of roles calculated for all 5 
independent roles and Average Success Rate for the 
Independent is the success rate of all 11 dependent roles. 
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Table 9. Mean of success rate percentage of each one of the 
defuzzifications 

 

Title of Defuzzifications 
Mean of 

defuzzifications 

1.Max of Membership 43.648 

2.Center of Gravity 63.698 

3.Largest of Max 58.007 

4.Smallest of Max 56.711 

5.Mean of Max 53.475 

6.Weighted Average 38.607 

 

In table 9, the exact value of the mean of success rate in 
each of the defuzzification methods of section 4-3 is shown, 
both for the dependent and independent roles. Obviously, 
the maximum success rate in acquisition of roles of 70 
input experimental sentences is for the defuzzifires of 
Center of Gravity, and after that for Largest of Max, 
Smallest of Max ،Mean of max ،Max of Membership, 
respectively. Finally, the minimum success was obtained by 
the Weighted Average method. 

 

 
Fig 2. Comparison of the total success percentage of each one of the 

defuzzicators 
 

Figure 2 shows the image of success of each one of the 
defuzzification methods in identification of words 
combination in Persian sentences. Obviously, there is a 
great difference among the Largest of Max and Weighted 
Average. But there is no difference among the Center of 
Gravity, Largest of Max and Smallest Max, Mean Of max, 
while the maximum difference among these 4 
defuzzification methods is about 10%. 
 

Table 10. Mean of success percentage of each one of the defuzzifires 
separated by sets of dependent and independent roles 

 

Title of defuzzifier 
Mean of 

independent roles 

Mean of 
dependent 

roles 
1.Max of Membership 56.026 31.270 

2.Center of Gravity 60.843 66.553 

3.Largest of Max 55.576 60.438 

4.Smallest of Max 54.148 59.275 

5.Mean of Max 52.288 54.663 

6.Weighted Average 32.284 44.930 

 

Table 10 shows the % of success for the dependent and 
independent roles, separated for each of the defuzzifires. 
Obviously, in the independent roles, three better positions 
belonged to Center of Gravity ،Max of Membership 
defuzzifire methods and with the little difference, is the 
Largest of Max. While for the dependent roles, the Max of 
Membership has the least percentage of success and three 
better positions are belonged to Center of Gravity ،Largest 
of Max and Smallest of Max. 
 

 
Fig 3. Comparison of the mean of success percentage for each one of 

the defuzzicators separated by the sets of dependent and independent roles 
 

As shown in figure 3, difference of success percentage of 
dependent and independent roles in 4 types of defuzzifires 
are closed in two sets of dependent and independent roles. 
These roles with close success percentage of dependent and 
independent roles are included of: Center of Gravity ،
Largest of Max ،Smallest of Max and Mean of Max. Just in 
two cases of Weighted average and Max of Membership the 
values of success percentage mean have more fluctuations. 
Also, in these two cases with high fluctuations in mean of 
success percentage of dependent and independent roles, the 
least mean of success percentage is include of the 
composition roles, too. 

Table 11. Mean of success percentage of each one of the 
defuzzificators separated by the independent roles 

 
Defuzzifires 
 
 
Role 

max of 
membership 

center of 
gravity 

mean 
max 

largest 
of max 

smallest 
of max 

weighted 
average 

Subject  55.814 6.977 41.860 46.512 51.163 81.395 

Subject header 59.459 75.676 56.757 56.757 54.054 18.919 

predicate 51.220 82.927 65.854 60.976 60.976 7.317 
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object 63.636 63.636 63.636 63.636 54.545 45.455 

Complementary 50.000 75.000 33.333 50.000 50.000 8.333 

 
Table 11 shows the amount of success for each one of the 

defuzzifires in each of the independent roles of Farsi 
language, separately. Obviously, the minimum and 
maximum values of success are observed in weighted 
average and center of gravity methods. On the other hands, 
there are severe fluctuations in success of identification of 
independent roles, center of gravity (the best method for 
identification of these roles) and weighted average (the 
worse method for identification of roles).  

While the values of success with low fluctuations caused 
that these 4 methods become successful in identification of 
each one of the independent roles and also the relative 
success is between “50-60” as shown in table 11. 

As shown in Figure 4, severe fluctuations of success in 
identification of each of the roles related to the two 
approaches of center of gravity and weighted average are 
really sensible. On the other hands, the mild slope of 
changes I the 4 remained methods are also tangible. 
 

  
Fig 4. Comparison of percentage mean of success in each one of the 

defuzzicators separated by independent roles. 
 

Obviously, center of gravity method has the biggest mean 
and is just usable for identification of role of the subject, 
with less efficiency than the other methods. Also, in Farsi 
language grammar, both roles of subject and subject header 
can be considered as the ‘subject’. Therefore, in this way 
the center of gravity method acts so better than other 
methods for identification of independent role of sentences. 

 
 

Table 12. Mean of the success percentage in each of the defuzzification methods separated by dependent roles 
 

Defuzzifires 
 Role 

max of 
membership 

center 
of 

gravity 

mean 
max 

largest 
of max 

smallest 
of max 

weighted 
average 

Adjective 10.000 55.000 10.000 70.000 10.000 35.000 

Adverb 7.407 92.593 92.593 92.593 92.593 70.370 

Unknown 3.846 23.077 50.000 55.769 51.923 76.923 

Subject 16.667 50.000 8.333 25.000 16.667 33.333 

possessive 11.765 41.176 29.412 17.647 29.412 17.647 

possess 14.286 28.571 14.286 7.143 21.429 14.286 

appositive 66.667 66.667 33.333 33.333 66.667 33.333 

conjunct 50.000 100.000 100.000 100.000 100.000 100.000 

conjunctive 50.000 100.000 100.000 100.000 100.000 75.000 

exclamation 50.000 75.000 75.000 75.000 75.000 0.000 

proclaimed 50.000 100.000 75.000 75.000 75.000 25.000 

 
Table 12 shows the success percentage of each of the 

dependent roles in each one of the 6 defuzzifire methods in 
detail. It is to be noted that ‘unknown’ means the words 
without any dependent roles in the sentence. Dependent 
roles in reality are the roles where their existence in the 
sentence is depended on another role.  
While investigation of the most successful dependent 
methods, the center of gravity defuzzifire method had 
success lower than 40% just in two cases of roles, while in 
other methods, values less than 40% were seen at least in 4 
cases. 

Of course, it should be noted that these two cases of 
minimum role in the center of gravity defuzzification 
method lay in the 6 first rows of the Table 13, which means 
a notable effect in the sentences of Farsi language.   

In the case of investigation of the less successful methods 
for identification of dependent roles, it should be noted that 
the Max of Membership defuzzification method in 5 roles 
had a low effectiveness in the sentence of Farsi language, 
which means ‘appositive, conjunct, conjunctive,  

For investigation of the most unsuccessful methods for 
identification of dependent role, it should be noted that the 
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Max of Membership defuzzifire method had the success 
values of 50-66% in the 5 low-presence roles of appositive, 
conjunct, conjunctive, exclamation and proclaimed. It is 
happening while these roles have a little presence in the 
Farsi language sentences. Like the role of ‘alternative’ that 
because of its rare attendance in sentences of Farsi language 

and coverage of this role by the others, it is not considered 
in this study. But more importantly, in all significant 6 roles 
like ‘adjective, dependent adverb, unknown, subject, 
possessive and possess’ success percentage was lower than 
15%. 

 
 

Fig 
5. Comparison of success percentages for each one of the defuzzifires separated by dependent roles. 

 
 
As shown in Figure 5, mean of the roles of dependent 

roles of sentences in Farsi language in 6 first roles, which 
are more important in relation to the net 5 roles, the success 
belongs to center of gravity ،largest of max ،weighted 
average ،smallest of max ،mean max and finally the Max 
Of Membership, while in the case of latter 5 roles of table 
12, the insignificant roles, figure 5 shows that successes of 
center of gravity ،smallest of max ،largest of max and mean 
max are equal and after them there is Max Of Membership 
and finally there is weighted average [1]. 
 
 

5. Conclusion and Suggestions 
 

By investigation of fuzzy identification of role of words, 
in sentences of Farsi language, it can be found that from the 
defects of this method and other statistical based methods is 
the heavy load of calculations. On the other hand, the 
investigation method of this work has advantages like non-
dependence to the vocabulary bank in fuzzy calculations 
and suitable accuracy in determination of role of words in 
Farsi language.  

Regarding the mentioned issues, in an overall mean, the 
Center of Gravity is the best method of defuzzification for 
identification of role of words in the Farsi sentences, using 
the Bi-Gram labeling method among other 5 methods of 
defuzzification.  

Of course, in distinct investigation of both sets of 
dependent and independent roles, the Center of Gravity 
method is superior. In this way the second and third ranks 
of independent roles belong to the Max of Membership and 

Largest of Max method. But in the frequently-used 
dependent roles, second and third ranks are belonged to the 
Largest of Max and Weighted of Average, and for the low-
used dependent roles it is the Smallest of Max and jointly at 
the third rank there are the Mean of Max and Largest of 
Max methods.  

Therefore, to conduct better researches, in the fuzzy 
identification of role of words in the sentence and also 
boosting the discussed method, mentioned points can be 
considered: 
● Completing the statistical calculations and obtained 

matrices of grammar, for training of fuzzy system 
● Studying the fuzzy identification system and role of 

words in sentences of other languages. 
● Studying labeling impact and also N-Gram with degrees 

of Higher N in fuzzy identification of role of words in the 
sentences  

● Boosting the fuzzy system educational grammar 
regarding the Farsi Grammar 

● Combining the fuzzy based statistical method, identifying 
the role of words with other methods for identifying the 
type of words 

● Studying the non-standard and slangy sentences 
● Studying the role of overlapping and similar form words, 

specifically. 
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