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Abstract 

Travel traffic and its results, which include air pollution and the chaotic economic situation, 

are among the factors that limit the development of healthy and sustainable cities. Traffic flow 

model parameters are important for urban road network management. Learning the 

identification strategy should be such that modeling the traffic network guarantees the model's 

simplicity, accuracy, and validation. In this paper, different traffic flow system identification 

methods, including traffic flow modeling and its prediction, have been reviewed and analyzed. 

Ultimately, the advantages and disadvantages of different methods in this field are categorized. 

Keywords: Traffic flow model prediction, ARIMA model, Hybrid model, Deep learning, 

Non-linear macroscopic traffic model. 
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1- Introduction 

Today, the high increase in vehicles has caused severe traffic problems, which makes 

people's trips difficult [1]. Fortunately, the progress and development of new 

technologies have given researchers the possibility of more research to reduce the 

problems of traffic complications by implementing effective and practical algorithms [2]. 

To address this issue, intelligent transportation systems (ITS) [3] have been extensively 

researched over the years and have proven to be an effective approach for enhancing the 

efficiency of urban transportation. Reducing traffic congestion is possible with advanced 

traffic signal control strategies [4]. Dynamic traffic route planning and control with short-

term traffic forecasting models is known as an important application in the ITS traffic 

network [5], signal optimization [6], and real-time traffic management [7]. Better use of 

public transportation is one of the benefits of more accurate urban traffic forecasting [8]. 

Forecasting the traffic flow (TF) in the future moments in a specific traffic area based on 

the past TF of that area is one of the goals of traffic control [9]. Integrated moving traffic 

forecasting and linear regression (LR) models performed a temporal analysis of TFs [10]. 

Recently, neural networks (NNs) have demonstrated remarkable effectiveness in 

traffic forecasting tasks due to their exceptional skills in pattern recognition and data 

handling [9]. NN-based traffic forecasting models that can analyze hidden temporal 

patterns in traffic data include recurrent NN (RNN), gated recurrent uni (GRU), and long-

short-term memory (LSTM) [11-13]. Convolutional NN (CNN) and graph convolutional 

network (GCN) are typical examples of these methods [14-16]. Due to the ability to 

analyze graph structure, graph NNs (GNN) can be used in various applications of 

intelligent transportation networks [2]. A new method for combining two-dimensional 

(2D) time series patterns is proposed by formulating an intra-day ordered square matrix 

that expands in both intra-day and inter-day dimensions, and then convolution and 

maximum integration are used to extract information [17]. The post-processing of the 

machine algorithm (ML) residuals is done completely and independently by a new 

approach to the traffic prediction model. It combines an ML algorithm with a basic 

statistical time series model. A basic NN model is combined with an autoregressive 

integrated moving average (ARIMA) called NN-ARIMA [18]. The TF prediction model 

is based on the multifaceted deep learning (DL) theory [19]. Some TF forecasting 

problems have been solved by presenting an adaptive multifaceted DL model based on 

CNN and GRU. 

Since TFs are affected by temporal and spatial conditions, researchers are trying to 

expand spatial-temporal methods [9]. It is usually difficult to analyze the distinct 

influence degrees without manual training. Real traffic conditions do not proceed like 
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this, decreasing forecast accuracy. The spatial-temporal TF forecasting model named 

LSTM is described in [9] to improve the previous problems. A completely new traffic 

forecasting model for short-term TFs with time series analysis and an improved LSTM 

is presented in [20]. The improved LSTM combines the traditional LSTM with the 

bidirectional LSTM (Bi-LSTM). One of the advantages of LSTM is its impact on the 

processing of longer time series data. As a result, the processing and prediction of TF 

data are obtained on a larger scale. A DL hybrid model is also presented in [21] to predict 

short-term TF. An optimization method for abnormal network traffic detection based on 

semi-supervised double deep Q-network (SSDDQN) is proposed in [22], which is based 

on the representative algorithm of DDQN [23] in deep reinforcement learning (DRL). 

This method, with the combination of two unsupervised learning algorithms, autoencoder 

(AE) [24] and K-means [25], is implemented. Deep NN is used to improve traffic 

engineering in an application-oriented scenario where dynamic flow information of a 

real-world campus network is predicted [26]. 

Currently, the quality and accuracy of the model are important in TF prediction control 

strategies [27]. Various qualitative and quantitative indicators are used in specific time 

and place conditions to determine the traffic congestion situation [28]. In [29], an 

estimation of the traffic situation is presented online using the Bayesian framework, 

particle filter techniques, and first-order macroscopically. The benefits of combining the 

effect of rain in predicting the traffic situation have been seen experimentally. The 

technology of using artificial intelligence (AI) in vehicles to increase the accuracy of 

estimating and predicting TF is presented in [30]. With the development of technology 

and the use of vast TF data [31, 32], ML methods [33, 34] and DL [35] have been used 

To identify the traffic situation and achieve excellent results [36]. Selective ensemble 

learning (SEL), which is dedicated to identifying the TF situation on a highway, using 

experiments to verify the performance. Real-time and accurate highway traffic conditions 

are accessible through research documentation for planning purposes. Also, the reduction 

of model storage overheads will result from this approach [28]. 

Mathematical relationships between three important factors, including vehicle speed, 

density, and TF, make a macroscopic model based on hydrodynamic theory, which is the 

TF control model [37]. For example, solving the parameter estimation problem of the TF 

model macroscopically has been used in [38]. Due to the randomness of the TF system 

in reality, the Monte Carlo method has been implemented to generalize the random 

variable [39]. To estimate the parameters of a highway's rotation ratio, saturation flow, 

and free flow speed, a combination of random approximation, online self-approximation, 

and expectation-maximization algorithms have been used [40, 41]. 
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The remainder of this paper is structured as follows: Section 2 introduces different 

methods of traffic model estimation to predict future TF based on previous data, 

including time series models, traffic prediction methods based on AI, and hybrid models. 

Section 3 explains learning network traffic detection models. Section 4 analyzes each 

method's advantages and disadvantages and suggests improving the quality of future 

works. 

2- TF model prediction methods 

 Many methods for predicting macroscopic traffic situations have been proposed in 

the last three decades. These methods are related to different fields of statistics, control 

theory, AI, applied mathematics, etc. The classification of these methods in terms of 

literature is done differently [42]. This section briefly and generally discusses the three 

main types of research studies based on different methods of predicting the TF of the 

traffic network. 

2-1- Statistical and mathematical time series model 

In the preliminary studies, researchers have used methods based on statistics and 

mathematics to predict TF [43, 44]. The time series model is used for prediction based 

on the collected TF data. In the literature, several methods use time series models (e.g., 

ARIMA [45] and Kalman filter [46]) to evaluate TF in each route. Autoregressive (AR), 

autoregressive moving-average (ARMA), and ARIMA methods are among the primary 

models for predicting TF that work based on the assumption of fixed traffic data [47-49]. 

By developing univariate and multivariate ARIMA models in real-time and checking 

their results, better performance of the multivariate method has been achieved [50]. 

Considering that the temporal analysis of these models is performed on long-term traffic 

data, they can be tested for routes with little traffic and do not apply to complex traffic 

conditions [9]. Most of these statistical and mathematical models are based on ideal 

traffic conditions and do not apply to real and complex TF conditions [51, 52]. In 

addition, some researchers have used the combination of spatial information in predicting 

TF [53, 54]. However, using these traditional methods has resulted in not using the real 

spatial-temporal characteristics of the complex traffic network [55]. 

2-1-1- ARIMA model 

ARIMA is a linear and univariate model. The widespread use of this method in urban 

areas shows its lack of accuracy in considering the non-linear characteristics of TF time 

series. However, ARIMAs' advantages include their simple mathematical form and high 
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capacity to clearly identify temporal correlation in TF time series. The mathematical form 

of ARIMA (𝑝, 𝑑, 𝑞) can be written as Equation (1) [56]. 

 

𝜑(𝐵)(1 − 𝐵)𝑑𝑋𝑡 = 𝜃(𝐵)𝑒𝑡 , (1) 

    

where 𝑋𝑡  is time series variable, {𝑒𝑡}~𝑊𝑁(0, 𝜎2), 𝜑(𝐵) = 1 − 𝜑1𝐵 − ⋯− 𝜑𝑝𝐵
𝑝  and 

𝜃(𝐵) = 1 + 𝜃1𝐵 + ⋯+ 𝜃𝑞𝐵
𝑞  are 𝑝 th and 𝑞 th-degree polynomials, 𝜑1, … , 𝜑𝑝  and 

𝜃1, … , 𝜃𝑞  are coefficients, 𝑑  denotes the order of difference, 𝐵  is the backward shift 

operator, 𝑝 and 𝑞 represents AR and moving average (MA) order, respectively. 

2-2- Application of AI in TF prediction modeling 

Today, many AI models are widely used in the transportation industry. In [57] argues 

that an AI can use past data to predict the future traffic network to advance network 

management and automation. Using AI networks, [58, 59] and [60] focus on considering 

complex traffic characteristics for intelligent traffic routing and improving traffic 

network analysis. Urban TF forecasting using methods based on deep NNs and 

considering spatial-temporal features has recently made significant progress [61-64]. 

Initially, RNNs were used to analyze the changing patterns. However, long-term time 

dependencies are not analyzed with RNN-based methods [9]. For this purpose, LSTM 

and GRU have recently been proposed.  

Cui et al. [65] used two-way LSTM or bi-LSTM to achieve higher accuracy in traffic 

prediction. In the improved LSTM proposed by Zhao et al., time-space independent 

correlations are used [66]. To communicate more and better with traffic data, Gu et al. 

[67] used entropy-based gray relationship analysis and investigation of the effects 

between different lanes to propose a lane-level traffic forecasting model by combining 

GRU and LSTM methods. The particle swarm algorithm optimization was done by Chan 

et al., which improved the effectiveness and accuracy of the prediction model [68]. 

Applying traffic complications and using a lot of data was done with the emergence of 

DL in TF prediction models [69]. Due to the importance of spatial information in 

predicting TF, spatial models analyze spatial correlations between adjacent locations on 

roads [9]. First, the method based on CNN has been used to analyze the communication 

of several adjacent places in the traffic network [70]. CNN does not make efficient 

evaluation of non-Euclidean structured data possible, and the GCN method is applied to 

the TF prediction model to connect with the graphical structured data [71]. As the road 

network in GCN cannot dynamically change over time, graph attention (GAT) employs 

an attention mechanism to represent the relationships between nodes in various road 

segments and to analyze the traffic data within the graph structure [72, 73]. Convolutional 
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LSTMs [74] and graph convolutional gating recursive units [75] are used to calculate 

time relations to obtain spatial-temporal TF data in the traffic transportation network. 

LSTM was presented by Tian et al. to examine deleted traffic data and irregular sampling 

[76]. However, AI-based models have disadvantages such as parameter selection and 

excessive fitting. 

2-2-1- NN 

Various NN-based models have been extensively utilized for short-term traffic 

forecasting. Research indicates that a single-layer feed-forward NN can approximate any 

continuous multivariate function to a specified level of accuracy. Networks with multiple 

hidden layers can be converted into networks with a single hidden layer [77, 78]. 

2-2-2- CNN 

CNN is a forward NN whose neurons can respond to a part of the covered area. CNN 

has performed well in image processing. The CNN analysis includes three layers: 

convolution, activation, and integration [79]. A special method is needed to extract 

complex intra-day and inter-day traffic information patterns. Complex intra-day and 

inter-day traffic patterns are not seen in conventional time series or may be lost [17]. In 

similar image processing applications, the input image data and their pixels depend on 

neighboring pixels in all dimensions. The TF data is also highly dependent on the 

neighboring data information in each route in the previous and following days. Therefore, 

CNN can be a tool for extracting patterns so that by applying it to the input traffic data 

and fitting the output structure, the final reconstruction is achieved. 

The CNN convolution operation extracts and learns the local features of the traffic 

network due to the periodicity and temporal displacement of the traffic data, bringing a 

deeper representation. Combining CNN with LSTM in computer vision has been very 

extensive and has made significant progress in areas such as video prediction [80-82]. 

2-2-3- RNN 

 RNN is a dynamic and suitable method for predicting traffic time series or speech 

recognition systems [19]. RNNs can be considered a special class of NN for traffic time 

sequences [55]. RNN can analyze time-hidden properties in traffic time sequences [83]. 

The structure of RNN can maintain past traffic information. NN can be considered a deep 

NN structure with infinite layers whose detection is in the time domain [19]. 

The combination of LSTM and RNN allows long-term traffic information storage and 

exploitation of their time dependencies. In PredRNN, multiple layers of spatial-temporal 
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LSTM are used to make changes in the framework of traffic inputs [82]. However, the 

implementation of these models is used to predict TF in the time domain and cannot be 

applied to dynamic spatial dependencies. Many researchers have used RNNs to predict 

TF [84-86]. Research shows that LSTM helps extract traffic conditions in these models, 

but they are incapable of fully modeling the complex spatial-temporal properties of 

traffic. Therefore, proposing a complete model for training and considering all spatial-

temporal traffic properties effectively improves TF forecasting. 

2-2-4- LSTM 

The design of LSTM has been done to solve long-term dependencies. One of the 

advantages of LSTM is its long-term memory for maintaining traffic information, which 

does not mean paying less to obtain more information [87-90]. One of the most widely 

used methods in temporal analysis of TF prediction is the method of LSTM, which has 

been used in projects such as natural language processing [91] and speech recognition 

[92]. In a predictive NN that uses several layers based on LSTM, local predictions are 

made in each layer, then changes are transferred to the next layer [81]. To analyze, 

maintain, and extract long-term temporal dependencies, LSTM uses a cellular mode and 

three gates, including the input, forget, and output. LSTM lacks a comprehensive 

structure, as it relies solely on future information from time series and has limited access 

to past data, both of which are essential in practical traffic applications [93]. 

2-2-5- Bi-LSTM 

Due to the necessity of including TF forecasts based on past and future information, a 

two-way circular network called Bi-LSTM was designed [20]. Bi-LSTM consists of a 

combination of two LSTM methods, forward and inverse LSTM. In this method, the 

output of the next moment is predicted based on the time information of the previous 

moment and combining the future situation with historical information. In the forward 

layer, forward calculations and in the backward layer, reverse calculations are performed 

and processed, and finally, the output is calculated [93]. 

2-2-6- GCN 

Effective communication with the structured data of the traffic network and dealing 

with them is done by GCN, which processes these structured data in the form of a diagram 

by the nodes, and the performance of the traditional GCN in a traffic network is as follows 

[9]: 
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𝐻𝑙 = {
𝑋,                                                𝑙 = 0
(𝐴 + 𝐸)𝐻𝑙−1𝑊𝑙,                       𝑙 ≥ 1

 
(2) 

 

where 𝐴 ∈ 𝑅𝑁∗𝑁 is the adjacency matrix, 𝑋 ∈ 𝑅𝑁∗𝐹 denotes the 𝐹 features´ input data of 

𝑁  nodes, 𝐻𝑙 ∈ 𝑅𝑁∗𝐹´
 (𝑙 ≥ 1)  means the convolution result of 𝐹´ feathers after 𝑙 th 

convolution, 𝐸 is the identity matrix and 𝑊 presents the trainable matrix. Figure 1 shows 

the complexity of the graph network.  

 
Figure 1. Layer-by-layer diffusion of convolutional graph algorithm [9] 

The conventional GCN mechanism represents graph information using 𝐴 + 𝐸, where 

the adjacency matrix 𝐴 and the identity matrix 𝐸 contain only 0s and 1s. A target node 

with more than one upstream traffic data node increases the complexity of the graph. 

Therefore, the inverse of the digraph degree matrix is used to normalize the data after 

each convolution operation. The equation can be written as follows: 

 

(3) 𝐻𝑙 = {
𝑋,                                                        𝑙 = 0

𝐷−1(𝐴 + 𝐸)𝐻𝑙−1𝑊𝑙,                       𝑙 ≥ 1
 

  

2-3-   Hybrid models 

Limitations include considering dynamic fluctuations and time-space characteristics 

in individual models [94, 95]. To compensate for these limitations, the researchers 

suggested combining and improving single prediction models [96]. DCRNN [97], 

Temporal GCN (T-GCN) [98], Attentive TF machine (ATFM) [55], and sequence-to-

sequence model based on graph complexity [99] are four representative methods that 

directly combine spatial layers with temporal layers. Although hybrid models improve 

the limitations of single models, they still have disadvantages in terms of data mining. 
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Therefore, most researchers combine state prediction with data feature analysis [93]. For 

example, Lu et al. used a KNN and an LSTM to train and feed TF data [100]. A combined 

spatial-temporal analysis with alternating gate units was performed to improve the 

accuracy of short-term TF prediction by Dai et al. [101]. The most important advantage 

of hybrid models is their accuracy in predicting TF, but the disadvantages of these models 

include the high number of parameters and high computing power to adjust and optimize 

the model. In addition, most existing hybrid models have problems in data integration for 

model prediction, and little research has been done on this issue [93]. 

2-3-1- Multi-dimensional support vector regression (MSVR) 

To check the effectiveness of the models, MSVR has replaced the role of NN [42]. In 

terms of literature, the application of SVR is in predicting traffic time series [102-106]. 

SVR is an algorithm based on ML in which input-output data pairs are mapped to a high-

dimensional feature space through a non-linear transformation function, and their 

performance dependence is checked through an optimization function. Since it is usually 

difficult to determine this non-linear function, Mercer's theorem and the corresponding 

kernel function are used [107]. The linear regression function with feature space is as 

Equation (4). 

 

𝑓(𝑥) = 〈𝑤, 𝑥〉 + 𝑏, (4) 

 

where 𝑤 ∈ 𝑋 , 𝑏 ∈ 𝑅  are hyperplane regression parameters to be determined. Since 

Mercer's theorem represents a symmetric positive-definite function on a square as the 

sum of a convergent sequence of product functions, the symbol 〈 〉 is used to indicate 

non-negative eigenvalues. The solution for 𝑤 and 𝑏 can refer to [108-111]. Nevertheless, 

SVR is restricted to a one-dimensional (1D) output. Perez-Cruz et al. extended support 

vector machines to address multi-output, multi-input issues for regression estimation and 

function approximation [112]. The MSVR solution for the multi-dimensional regression 

parameters 𝑤 and 𝑏 is obtained from an iterative method under Karosh-Cohen-Tucker 

conditions [42]. 

2-3-2- NN-ARIMA and MSVR-ARIMA model 

This model is important in predicting network traffic by combining ML algorithms 

with ARIMA. Maintaining TF characteristics on a network scale and common movement 

patterns is one of the goals of ML algorithms, and analyzing and recording the remaining 

traffic characteristics is one of the goals of ARIMA [42]. 
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The time series of TFs observed in the network define ML algorithms as input. During 

a supervised learning process, the ML model is trained and validated. The spatial-

temporal properties of TFs are stored in a weighted matrix. The trained model can predict 

the network for new inputs. ARIMA model fitting is also used for specific spatial 

predictions and white noise generation. Finally, the summary of the investigation's 

predictions and the final result is stated [42]. 

Finally, by combining two ML methods and the statistical method of ARIMA, 

researchers seek to improve the complex patterns of TFs, highly fluctuating non-

linearities, and network correlations. In Equation (5), the prediction accuracy of the 

combined model is expressed as a mathematical equation. 

 

𝑍𝑖(𝑡) = 𝑌𝑖(𝑡) + 𝑋𝑖(𝑡) + 𝑒𝑖(𝑡), (5) 

 

where 𝑍𝑖(𝑡) represents the observation of a time series at location 𝑖 at time 𝑡, 𝑌𝑖(𝑡) is the 

forecast of the ML algorithm, 𝑋𝑖(𝑡) is the forecast of ARIMA, and 𝑒𝑖(𝑡) is white noise. 

In short, in research, ML algorithms include NNs and SVRs, which make combinations 

of NN-ARIMA and MSVR-ARIMA. However, MSVR-ARIMA is not recommended by 

researchers for predicting the network traffic level due to its less competitive 

performance [42]. 

2-3-3- Variational mode decomposition (VMD) 

VMD is a signal-smoothing method. This method decomposes the original non-linear 

traffic stream into several stable data streams, which is an important practice in TF 

prediction. TF prediction models are improved by smoothing and stabilizing non-

stationary data [93]. 

2-3-4- Bat algorithm (BA) 

BA is a swarm intelligence optimization algorithm [113]. BA measures the low or 

high position of the bat as the fitness value of the objective function of the problem. 

Changing the height and frequency of the pulse can be to some extent to reach the optimal 

state and it is like bat bait. In BA, the search frequency, position, and velocity are updated 

in the following manner [93]: 

 

𝑃𝑖 = 𝑃𝑚𝑖𝑛 + (𝑃𝑚𝑎𝑥 − 𝑃𝑚𝑖𝑛)𝜕 , 

𝑉𝑖
𝑡+1 = 𝑉𝑖

𝑡 + (𝑆𝑖
𝑡 − 𝑆∗)𝑃𝑖 , 

𝑆𝑖
𝑡+1 = 𝑆𝑖

𝑡 + 𝑉𝑖
𝑡+1, 

(6) 
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where 𝑃𝑖, 𝑃𝑚𝑎𝑥 and 𝑃𝑚𝑖𝑛 respectively represent the sound frequency emitted by the first 

bat at the current moment and the values of the maximum and minimum sound frequency. 

A random number of 𝜕 ∈ [0,1], and the current optimal position. 

 

𝑋𝑛𝑒𝑤 = 𝑋𝑜𝑙𝑑 + 𝛽𝐴𝑡 , (7) 

 

where 𝑋𝑜𝑙𝑑 is a solution chosen from the current optimal solution; 𝐴𝑡 is the average of all 

bat loudnesses at time t; 𝛽 is a random number of [−1,1]. 

2-3-5- Conv-LSTM 

The combined Conv-LSTM method consists of CNN and LSTM to extract the spatial-

temporal features of the traffic network. Conv-LSTM is the spatial-temporal TF matrix 

that expresses the predictable past TF and the neighbors' TF and is expressed in Equation 

(8). The convolution operation is performed on the TF data at each time step. Finally, a 

filter is applied to obtain the local domain. 

 

𝑋𝑡
𝑠 =

[
 
 
 

𝑋𝑡−𝑛
𝑠

𝑋𝑡−(𝑛−1)
𝑠

⋮
𝑋𝑡

𝑠 ]
 
 
 
𝑇

= [
𝑓𝑡−𝑛

1 ⋯ 𝑓𝑡
1

⋮ ⋱ ⋮
𝑓𝑡−𝑛

𝑚 ⋯ 𝑓𝑡
𝑚

]. 

(8) 

 

The convolution kernel filter process can be expressed as follows [21]: 

 

𝑌𝑡
𝑠 = 𝜎(𝑊𝑠 ∗ 𝑋𝑡

𝑠 + 𝑏𝑠), (9) 

 

where 𝑊𝑠 is the weights of the filter, 𝑏𝑠 is biased, 𝑋𝑡
𝑠 is the input TF at time 𝑡, the symbol 

∗ denotes the convolution operation, 𝜎 is the activation function and 𝑌𝑡
𝑠 is the output of 

the convolutional layer. The extraction of spatial features from neighboring traffic 

locations using such a favorable method is stated. 

2-3-6- Hybrid multi-modal DL framework 

Hybrid models of TF prediction using DL have been presented in research [19]. 

According to research, it is difficult to express a model with a few hidden layers when 

considering the complex statistical characteristics of traffic. DL-based models address 

the local characteristics and long-term dependencies of TF data. A hybrid structure of 

DL, using CNN and GRU and considering the spatial-temporal characteristics of TFs, 
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has been investigated in the research, which has been investigated firstly with 1D 

characteristics and then with multi-dimensional characteristics. 

3- Learning network traffic detection models 

Researchers currently control traffic signals using TF models [26], and their 

effectiveness relies on the model's quality and accuracy. Employing suitable 

mathematical models that capture steady-state and dynamic traffic characteristics proves 

more effective. 

3-1- Detection model based on semi-supervised DRL 

Models based on DRL methods have excellent performance in detecting abnormal 

TFs, but their strong dependence on network traffic characteristics is a fundamental flaw. 

As the quality of the traffic data label increases, the accuracy of the classification results 

will increase. Researchers have used large datasets of unbalanced classes, and traffic 

attacks have not been tested and have caused specific challenges in data classification 

[22]. Semi-supervised algorithms that combine DRL with unsupervised learning are 

proposed to improve the accuracy of abnormal traffic and reduce the cost of labeling. 

The main work of the SSDDQN semi-supervised learning model is expressed in 4 

steps [22]: 

1. Deploy in busy and high-demand environments using simple and fast policy and 

Q functions. 

2. Applying the reward function optimization process in complex and flexible traffic 

problems. 

3. Reducing the cost of tagging and identifying unknown traffic attacks using the 

K-mean clustering algorithm and applying next-step traffic features. 

4. Fast access to traffic detection with auto-encoder training and testing. 

3-2- Detection based on non-linear macroscopic TF model 

Traffic signal control systems can be expressed based on a macroscopic model as well 

as mathematical relationships between vehicle speed, route density, and TF and related 

to hydrodynamic theory [114]. The time-varying non-linear macroscopic TF model has 

been applied to steady-state and dynamic traffic characteristics to describe the traffic 

network more accurately and realistically [27]. This model is designed based on multi-

parameter timing and repetitive inherent features. The transformation of the parameter 

identification model into the optimal tracking control model is done by the iterative 

learning identification strategy so that the traffic density is close to the real value and the 
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accuracy is improved. The convergence and effectiveness of the model are checked by 

simulation analysis and testing and confirmed by improving the control method [27]. 

4- Conclusion and future works 

This article reviews the methods of identifying traffic flow models, including traffic 

prediction and detection models.  Each statistical method, based on artificial intelligence 

and hybrid methods in traffic forecasting and extensive models of traffic data detection, 

includes advantages and disadvantages that are briefly stated. 

Using ARIMA [50], it was found that the multivariate model performs better. By 

analyzing the research done on the short-term prediction of TF, the spatial-temporal 

characteristics of traffic data have been shown, so the statistical models that are 

completely ideal based on the initial assumptions do not apply to the complex urban 

traffic network [51, 52]. ARIMA cannot handle non-linear traffic data [21]. 

CNN has performed well in the applications of image processing and temporal traffic 

analysis [19]. CNN also extracts traffic spatial features [21]. RNN is a dynamic system 

used in traffic time series prediction or speech recognition [19]. One of the main 

disadvantages of this method is the limitation of traffic information available to them 

[93]. 

Processing the learning sequence is one of the tasks of LSTM [19]. LSTM is the most 

efficient and widely used temporal analysis method in TF prediction [9]. However, one 

of the disadvantages of LSTM and CNN is that they do not take into account all the 

features of TF, which limits their performance improvement [21]. LSTM is applied to 

extract temporal features [21]. 

Bi-LSTM has been able to resolve the long-term dependence on LSTM and use past 

and future traffic information [93]. Extracting periodic traffic features and removing 

spatial dependencies are the advantages of Bi-LSTM [21]. The limitation of using the 

complex and dynamic characteristics of TF is one of the disadvantages of this method 

[21]. The extraction of spatial-temporal traffic characteristics is feasible according to 

Conv-LSTM [21]. The decomposition of non-linear TF data into relatively stable data is 

done by VMD [55]. Predicting TF with structured data and dealing with traffic nodes can 

be implemented in GCN. It is recommended to use the GAT diagram to describe the 

correlations of traffic nodes and analyze them instead of GCN, which does not cover the 

dynamic change in time [9]. 

According to the researchers, SSDDQN performed well in detecting unusual complex 

traffic and classifying data. This method's advantage is its accuracy, and its disadvantages 
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are its low training time and prediction. However, the limitation of the optimization effect 

and the inability to detect unusual traffic attacks are the major disadvantages of this 

method [22]. 

A non-linear macroscopic TF model is presented to more accurately describe the 

actual performance of TF in the urban road network [27]. A precise theoretical derivation 

has proven the convergence of the presented algorithm with this time-varying parametric 

method. It has improved road traffic efficiency and reduced traffic congestion. However, 

the presented TF model does not consider the phenomenon of episodic congestion. In 

summary, the advantages and disadvantages of different methods are given in Table 1. 

Table 1: Advantages and disadvantages of different methods 

Ref. Method Advantages Disadvantages 

[50] 

[51] 

[52] 

ARIMA  Better performance of the multivariate model  Not deal with complex models 

[19] 

[21] 
CNN 

 Good image processing performance 

 Good for time series analysis 

 Utilized to extract spatial features 

 Not capture the complex 

characteristics of TF 

[93] RNN  Popular for handling sequence tasks 
 Limited range of available 

background information 

[21] 

[9] 
LSTM 

 Capable of processing sequence learning 

tasks 

 Applied to extract temporal feature 

 The most efficient, widely used, and 

representative mechanism 

 Not capture the complex 

characteristics of TF 
 Long-term dependence 

[93] 

[21] 
Bi-LSTM 

 Used to extract periodic features 

 Capture time dependence 

 Make full use of the forward and backward 

information 

 Failure to use complex and 

dynamic features of TF 

[21] Conv-LSTM  Extract the spatial-temporal feature of TF 

 Need to improve forecast 

accuracy in daily and weekly 

periodic features 

[93] VMD 
 Smooth the original non-linear historical TF 

data 

 Necessity of combination with 

LSTM model to predict traffic 

flow data 

[9] GCN  Deal with graph-structured data  Not able to change dynamically 

[22] SSDDQN 

 Good results in abnormal traffic detection 

 Good accuracy 

 Low training time 

 Low prediction time 

 

 Limit optimization effect 

[27] 

Non-linear 

macroscopic 

TF model 

 Describe more accurately the actual 

performance of TF 

 Convergence of the algorithm 

 Improve road traffic efficiency 

 Does not consider the 

phenomenon of episodic 

congestion 
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   For future work, the proposed method Conv-LSTM is a suitable option for 

predicting traffic data, considering the extent of spatial-temporal properties in traffic data 

and improving the accuracy of daily and weekly forecasts. In addition, the diagnostic 

model SSDDQN will be met by applying a non-linear macroscopic model and 

considering episodic densities and traffic network goals, including accuracy, high 

productivity, and reduction of training and prediction time. 
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