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Abstract.In this work the collocation method based on quartic B-spline is developed and
applied to two-point boundary value problem in ordinary differential equations. The error
analysis and convergence of presented method is discussed. The method illustrated by two
test examples which verify that the presented method is applicable and considerable accurate.
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1. Introduction

Consider the general form of linear two-point boundary value problem:

Ly = y"(x) + p(2)y () + q(2)y(x) = r(z),2 € [a,b], (1)

with boundary conditions

y(a) = a,y(b) = . (2)
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The problem has a unique solution, if p, ¢, C C'[a, b] and ¢(z) < 0 [5]. Generally
speaking this problem is difficult analytically. Some of the most frequently used
numerical methods are shooting, finite difference, finite element and finite volume
methods [1],[8] and, etc [2],[7],[13],[16]. These methods, although requiring little
computational time, evaluate the approximated solutions only at the collocation
points, y(x;) for i =0,1,2,...,n.

A different approach of solving linear two-point boundary value problem has been
suggested first, by Bickley in 1968 [4], he used cubic spline interpolation to model
the solution curve and applied to the differential equations as well as the bound-
ary conditions. Following this, Albasiny and Hoskins [1] applied the cubic spline
interpolation which was introduced by Ahlberg et al. Fyfe [9] worked on this ap-
proach and concluded that spline method is better than the usual finite difference
method. Caglar [6] proposed the use of cubic B-spline interpolation to solve this
problem. Spline solution for regular boundary value problems have been used by
many authors[11],[17], in [17] the non-polynomial cubic spline has been used to
develop second and fourth order methods. Many authors used spline for numerical
solution of singular two-point boundary value problems[14], the cubic spline has
been used by [18],[19] and extended cubic B-spline used by [10] without any con-
vergence analysis and comparison.

Recently the extended cubic B-spline methods have been used for solution bound-
ary value problem in [15], but in this paper, cubic B-spline which contains a pa-
rameter A has been used to solve boundary value problem, without any comparison
and convergence analysis. Parametric cubic spline solution for linear second order
boundary value problem has been used to develop fourth order method for a spe-
cific choice of the parameter by [3].

In this paper the derivation of quartic B-spline is presented in section 2. The nu-
merical method based on quartic B-spline for solving two-point boundary value
problem is given in section 3. Error analysis is presented in section 4. In section 5,
convergence analysis of the presented method discussed which is based on Green’s
function approach and two-step method. In section 6, Numerical application of the
method is illustrated by two test examples to demonstrate the efficiency of the
method. Conclusion is given in section 7.

2. Quartic B-Spline

We consider the uniform grid partition A = {zg,x1, - ,2,} of interval [a, b], with
mesh size h = I’_T“. Let 84A be the space of quartic B-spline with respect to A and
with smoothness C®[a, b]. The quartic B-splines are defined on n+ 2 nodes over the
problem domain plus 8 additional nodes outside the problem domain [a,b]. These
additional nodes are positioned as:

Ty <x_3<rT_9<z_1<x0and x, < Tpii1 < Tpni2z < Tpni3 < Tpid

Donate the basis functions for quartic B-splines by ¢;(z), i = —1,0,1...,n +
1,n+ 2.
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(v —x;_3)4 i—3 < T < Ti—o
(z — 2i-3)* — 5z — zi_2)* Ticp < T < Tioy
oi(x) = o (z—xi—3)t = 5(z — 2i—2)t + 10(x — z4-1) 721 < 2 < 7 (3)
(zit2 — )" = 5(zi41 — 2)* Ti S TS Tit
(440 — )4 Titl S T K Tit2
0 otherwise

are quartic B-splines that vanish outside of the interval [z;_3,%;12] and is
positive on the interior of that interval, that is ¢;(z) > 0 for z;_3 < < xj42
and provides a local partition of unity, that is >, ¢;(z) =1 on A.

By using the above equation we have these properties too:
11i—5=0,i—j5=1

Gi(z)) =41 i—j=—li—j=2
0 i—j=-2,

Roh i-i=0i-j=1
4 -4 . . . .
Silej)=qnn mI=hizj=2
0 i—j=-2
T2 i—j=0i—j=1
meeoy o )2 i i =29
@i (xj) = q B2 J T
0 i—j=-2

3. Numerical Method for Boundary Value Problems

We consider a second-order two-point the following boundary value problem (1),(2).
Based on collocation approach the solution of (1),(2) can be approximated by:

n+2

s(x) =Y cigi(x), (4)

i=—1
where ¢; are the unknown real coefficients and ¢; is quartic B-spline.
n+2

s(zg) myley) = ) adile;),  0<j<n, ()

i=—1
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Thus the approximation at the point x; can be written as

s(xj) = cic10i—1(xj) + cidi(x5) + cip10i+1(25) + cipadiza(x)) = y(x;), (6)

We can easily get

s'(25) = cim10i_1(x5) + cidi(x;) + civ10i41(x5) + cipadiya(xs) = o' (25),  (7)

§" (1) = cim19]_1(x5) + it (25) + cip1871(2)) + cipodlio(zy) =y (x;).  (8)

By substituting the relation (3) into eqs. (6)-(8) we have these relations:

s(xl) =ci—1 + 1lc; + 1lci1 + civo,

s'(xi) = E(*Ciq —3¢; + 3¢iy1 + Civ2),
12
8”(%’) = ﬁ(ci—l — ¢ — Ciy1 + Cit2).

By substituting egs. (6)-(8) into egs. (1),(2) we obtain

s"(x;) + p(x;)s' (x;) + q(z;)s(z;) = r(zj), 0<j<n, 9)
s(zo) = o, s(zn) = B,
By using equation (5) into equation (9) we have:
nt2
ZZ_:I cildi () + p(x;)di(w;) + (@) di(w;)] = r(z5),  0<j<n, (10)

solving the collocation equation (10) leads to the (n+ 1) linear equations in (n+4)
unknowns. So we can obtain equation (11) for 0 < i < n:

1 1
r; = ﬁ(12 — 4hp; + qihQ)ci_l + ﬁ(_12 — 12hp; + 11qih2)ci

1 1
+ﬁ(—12 + 12hp; + 11g;h%)cit1 + ﬁ(12 + 4hp; + q;ih*)ciya.
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By using the given boundary conditions yield to the following equations:

c_1+ 1lcg + 1leg + ¢ = a, (12)

Cn—1+ 1ley + 1lcpt1 + cpyo = 5. (13)

The eqgs. (12),(13) associated with equation (11) lead to the (n + 3) linear
equations in (n + 4) unknowns, C' = (c_1, cg, ..., cny2)’.
For solving this system we need to one equation, because of this we use the
midpoints of subintervals. Consider the set of collocation points [12]:

To+Ty I ) _ Tpa1+Ta
2

F:{T():JJ(),’HZ ,...,TZ‘—72 yeeey T = 2 77—n+1:xn}

That I" includes the midpoints of subintervals and we have © = zg + %
By using relation (3) we have these properties:

Boi—j=0i—j=-2

1 . . . .
gi(xj)=q 16 t-I=Li=j=-3

Bi-j=-1,

o i—j=0i—j=-2

—1 1 . . . .
¢i(zj) = amoam tmI=Li-ji=-3

0 i—j=—1,

2 i—j=0i—j=-2

(o) = de i=i=Li=j=-3
2 i—j=-1.

By substituting these properties into the boundary problems (1),(2) we obtain
equation (14) for 7 = zp + %

h 1
r(wo + ) = 35(3¢-1 +12¢0 — 30c1 + 1265 + 3cs)
p(zo + %) -1 1
T(7071 —1lcog + 1lco + 563)
h
To+ 35
+ q(0162)(c_1 -+ 7660 + 230cy + 76¢co + 03)7

(14)

Now by eliminating c¢_1, ¢p4+2 from egs. (11)-(13) we obtain:
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Q 1
To — ﬁ(IQ — 4hpo + qoh®) = ﬁ[(—144 + 32hpo)co

+ (—144 =+ 56hp0)01 + (Shpo)CQ],

(15)
and
- ﬁ(m + 4hpy, + quh?) = i(—144 — 32hpy)
Tn h2 Pn dn - h2 Pn)Cn+1
1 1
+ ﬁ(_144 — 56hpy)cn + ﬁ(—Shpn)cn_l,
(16)
and
1 2 1 2
r; = ﬁ(12 — 4hpz' + qih )Ci—l + ﬁ(_IQ — 12hpi + 11qih )Ci
1 1
+ 35 (=124 12hp; + 11g;h?)ciy1 + 25 (12 + dhp; + qih?)ciya.
(17)

The equation (17) is for 1 < ¢ < n — 1. Finally eqgs.(14)-(16) associated by (17)
lead to (n + 2) x (n + 2) linear system, this system can be solved by any Gausse
eliminations or any iteration methods.

4. Error Analysis

Theorem 1: Let S be the quartic spline interpolating of y € C''°[a, b], defined by
as follows

si =y, 1 <i<n, (18)
h? 7h?
B () — o) () 6) (. ®) () 5 — _
s\ (z) =y (xy) 24y (i) + 57603/ (x;),i=1,2,n—1,n. (19)

So the following relations hold for i = 1(1)n.

4

)= mgo” (@) + O(RY), (20)

4

st (@) + O(h°). (21)
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Proof:
By substituting the relation (3) into egs.(6)-(8) we have these relations:

s(x;) = ci—o + 111 + 11¢; + ¢iq,

4
S/(xi) = E(—Cz‘_g —3¢i—1 + 3¢ + ¢it1),

12
s" (i) = ﬁ(ciq — Ci—1 — Ci + Cit1).

So these relations can be obtained.

1 h h?
= plsirn =) = G0k + 260 + 3 (sl + 957, 1<i<n—1, @)
p_ 1 o (4) @ :
S, = h2 (S’i—l — 281' + Si+1) — @(Si_l + SOSZ + 8i+1)7 2 < (3 < n— 1. (23)

To prove the relation (20), first we consider the relation (22) and by using the
operator notation E’s(z;) = s(z;), the relation (22) can be written in the following
form:

3

() = LB = Tyar) — HE + 2y @) + A (TB 4O, (29

By donating D = % , the shift operator E can be expressed in term of D by

E =¢ehP or

_ D _ (hD)* | (RD)*  (hD)* | (hD)* & (hD)°
E=¢"" =1+ (hD)+ 91 + 3] + I + 5l + ol + ..

1 _ _—hD _ (hD)* (hD)* (hD)* (hD)* & (hD)°
E~" =e¢ =1—(hD)+ 5 T 3 ten o + ol + .

Therefor, by using these expansions , the equation (24) can be simplified into

2 3 4 5 6
S = +(hp) + PDL PO (DY (D) DR L yta

h rD)2 (kD) (hD)* (hD)®> (hD)S "
_6<3+(hD)+(2!) +! 3!) +(4!) +(5!) +! 6!) +o)y(zi)

h3 (hD)?
— (16 +7(hD) + 7
* 384( +7(hD) +

(hD)*  _(hD)* _(hD)*> = _(hD)®
o T T T T

Hence we obtained the relation (20) as
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4

s'(x;) = o () — 5760y(5) (z:) + O(h°).

Now we have to prove the relation (21), by using the relations (19),(23) we obtain

P e s s - o e T 6
S; = h2 (51*1 23Z+Sl+1) 384[(yz—1 24 Z 1+ 5760y +O(h ))

h? 7h* 4 h? 7h?
30" = Zyu” 4 ool OO + () — Gy + osulh + O],

So by same approach we have:

"
S

2 h2 7h4
! hz( (Efl (4) _7E71 (6)+7E yZ(S)—i-O(hG))

h
E'4E—2 . ( (
+ (i) = 3 (B0 = 5B u + 5o

30h* 4y B (6) | Th* (s 6
e Wi Tagl Tagget HOUY)

B2 R2 ThA
384<Ey1( ) ﬁEy( '+ 5760 i b+ o)),

and
NN (0 L LU WP
- ;;@2 + (hD)* + (hi)4 + Q(hg)ﬁ + )y ()
92;16(32 + (hD)? + (hfj ! + 2(h£ )’ + )y O ()
- 221?240 (324 (hD)* +2 (h£)4 +2 (hg)ﬁ + )y (@) + O(R),
Hence

h*
"ne . "o (6) (.. O(h8
$ (33@) =Y ($z> 1920y («Tz) (h )-

The proof of relation (21) is completed.

Theorem 2: Let S be the quartic spline interpolating of y € C19[a, b], defined
by egs. (18),(19) the following relations hold on the grid points x;,7 = 0(1)n.

(i) = y(as) + O(K°), (25)
/ Rt
() = o/ 1) + 7550 i) + OG), (26)
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4

a0V y© () + O(R°). (27)

s"(x;) = y" (z;) —

Proof:
The proof of this theorem is similar to theorem 1. But the following remark can
be obtained from this theorem.
Further we define two discrete difference operators dg; and §2g; which will be used
to formulate the quartic spline collocation methods:

0gi = gi—1 —29i + giy1,2<i<n—1,

6%g; = gi—a — 4gi—1 + 69; — 4gi41 + gis2,3 <i <n— 2.

From egs. (20),(21) and (25)-(27) and by [21] the following relations can be
obtained

3/1(5) ﬁégs' +0(h*,3<i<n—2, (28)

%(6) = ﬁ52s" +0(h?),3<i<n—2 (29)

If y € C'a,b] then the following approximations to y® and y(© are obtained
at boundary and near-boundary points {xo, 71, T2, Tn—1, Tn, o} for k =5, 6:

k—
y(k)(l’o) 2h4 (752 (k—4) 55284(1 4)) + O(hz),
s () = (3075 — 20%7) 1 o(n2),
1 _ _
yP(m) = 520%™ = %) + O,

1
y(k)(Tnfl) — ﬁ(2525£;, 4) 52 (k 4)) +O(h2)

1 - -
y W () = 77 38%5,5) —20%50) + 02,

1
(k) _ o rs2 (k=4) e o2 (k—4) 2
Y (zn) 2h4(76 Sp—2 507s,,_ )+O(h )s
y(k)(ﬂfl) 2h4 (552 (k—4) 35284(1]’674)) + O(h2),
9 (1) = —— (5525570 — 352509y 4 o(n2).

2n4



120 J. Rashidinia & Sh. Sharifi/ IJM?C, 05 - 02 (2015) 111-125.

5. Convergence Analysis of the Quartic Spline Collocation Method

There are two optimal quartic spline collocation methods, the one-step and the
two-step collocation methods. Here we describe the two-step collocation method.
The two-step collocation method is defined by the following steps:

Step 1:
Determine v C 54A such that it satisfies

[Lv — 7], =0,1 <i<n, (30)
[BY = glzoz, =0, (31)
[Lv = 7]ey2, ., =0 (32)

Step 2:
Determine ua C s4A such that it satisfies

[Lupa — 7], = 0,1 <i < n, (33)
[Bua = glzy2, =0, (34)
[Lua — 7lzy 2, , = 0. (35)
where
Ty =1 + L521/(2) — Lpl-ézl/-(l), 1<i<n,

1920 ¢ 5760 ¢

T1=71+ L(352V§2) - 252’0&2)) - D1 (352V?(>1) - 252%&1))’

1920 5760
Py =19 + ﬁ(%?u?(f) — 62V£2)) - %pg(%%él) — (521/4&1)),
Fpn—1 = Tn-1+ F;)(%QV?SQ_Q - %pn—l(252yél_)2 —521y),
u =+ 2o (3802 — 2070 2y) - o pn (3, — 20%00y),
Fa1) = r(z1) — @552%@ —362%) + Tzop(xl)(E)éQyél) —36%Y),
(1) = F(n1) — ﬁ(m?s;@ 3523 ) & 1;—40;9(%_1)(55%522 3520,
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Green’s function approach:
We will proceed to the convergence analysis of the purposed method via Green’s
function. If we assume that the boundary value problem y” = 0 , By = 0 has a
unique solution, then it implies that there is a Green’s function G(z,t) for this
problem [20]. Let y” = ¢ and §” = 9 are the exact and spline solutions of the given
problem which satisfy the boundary conditions, we assume v = 1. Then y(z) and
5(x) can be obtained in the following forms:

-/ ' G, (D)t

We introduce the operator k, k : C|a,b] — Cla,b] that is defined by

/G (z,t)p(t)dt + q(x /Gxt o(t)dt.

We also introduce the linear projection pa that maps Cla, b] to s’\ by piecewise
quartic interpolation at the midpoints {7;}} and grid points xq, z,, i.e , at points
{7i}o 1 gince 19 = @ and Ty = Tn.

Convergence analysis of the two-step method:
We present the convergence analysis and error bounds for the two step method by
using a Green’s function approach. With the notations introduced, we can rewrite
egs. (30)-(32) and (33)-(35) respectively as

pa(n + kn) = par, (36)

PA(Y + kip) = parT. (37)

Since pan = n and pat) = 1, we can simplify eqs. (36),(37) as
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(I +pa)n = par, (38)

(I +pa)y = par. (39)
The equation (1) can be rewritten as

p+kp=r.

By the definition of pa, [[pa¢¥ — ¢||so converges to zero as h approaches zero
for continuous function ¢. By the complete continuity of k, this implies that
lpak — k|loc converges to zero as h converges to zero. Therefore by Neumann’s
theorem, we conclude that the operators (I + pak)~! exist and are uniformly
bounded for sufficient small h.

Theorem 3: we assume the functions p(x),¢(x) and r(x) are given in equa-
tion (1),(2) has a unique solution in C*[a,b], also the test problem y” = 0 with

boundaries vanish at the a and b (that is By = 0) has a unique solution, then the

collocation approximation ua € s(ﬁ) defined in egs. (33)-(35) exists and the global

error satisfies:

(g — ua)® oo = O(W>%),k =0,1,2.

Proof:
From the existence and uniformly bounded of (I + pak)~!, the solvability of the
relations (38),(39) follows, hence the unique existence of ua follows.

Recall the quartic spline interplant S of y in egs. (18),(19). If v € s(ﬁ) defined in
egs. (30)-(32) so we have the relation for k =0,1,2 and 2 <i<n—1

325" = 6200 L O(n®)
Therefore,for ua defined in egs. (33)-(35) we have:

L(S —un)(ri) = O(h%),1 <i < n, (40)

L(S — un)(z;) = O(h%),i =0,n, (41)
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B(S —ua) = O(h®). (42)

Note that there exists a linear function w such that Bw = B(S — ua) = O(h)
because of assumption. It can be further shown that ||w||c = O(h®) and ||w'[|ec =
O(h®). Then we can rewrite eqs. (40)-(42) as

(I +pak) (8" —w" —uj) = O(h%),

From the uniformly bounded of (I 4+ pak)~!, we obtain

IS” = w” = ujlloe = O(R?). (43)

Since the unique solvability of (S—w—wua)" = (S—ua)’ =0, B(S—w—ua) =0
is ensured by assumption, we can obtain by using the Green’s function:

b
(S — w—ua)(z) = / G, )(S" — W — W) (t)dt,

b
(S —w—un)(z) = / Gla,)(S" — ' — uk) ()t

These imply that

IS —w — uallec = O(R°), (44)
IS = 0" — upllee = O(R°), (45)

From egs. (43)-(45) and the definition of w, we utilize the triangle inequality to
obtain

k
8% — oo < 5% —w® —uQfoc + 0¥ oo = O(HF).

This completes the proof.
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6. Numerical Illustrations

we consider two examples of second order two-point boundary value problems
from [8].

Example 1

With the exact solution y(z) = (1 — e®~1).

Example 2

y'(z) — () = e(lfx)(azg(l - x)%(GO —20z) — 1522 (1 — m)%(l — 22 + 227)),

y(0) = y(1) =0,

With the exact solution y(z) = 4:1:3(1 - x)E

To verify the applicability of our purposed method and to show the accurate
nature of our approach. These two test problems have been solved with different
steps size h = 0.1,0.01. The computed results are compared with exact results
and absolute errors in the solution are tabulated in tables 1, 2.

we compared our results of example (1) with finite difference solutions in [§],
B-spline interpolation in [6] and Cubic spline method in [17], in order to we
compared our results of example (2) with finite difference solutions in [8] and
Cubic spline method in [17].

Table 1. Comparison of the maximum absolute error in the solution of Examplel

h our method finite difference[8] B-spline interpolation[6] Cubic spline[17]

0.1 2.6672 x 1077 8.24e — 3 2.9¢ — 4 1.88¢ — 3
0.01 2.67275 x 10~ 8.3le —3 2.89¢ — 6 1.87¢ — 4
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Table 2. Comparison of the maximum absolute error in the solution of Example2

7.

h our method  finite difference[8] Cubic spline[17]

0.1 1.46214 x 1073 3.50e — 1 2.81le — 1
0.01 3.90394 x 10~ 2.45¢ — 1 1.25e — 1
Conclusion

In this work we formulate quartic B-spline for collocation of two-point boundary
value problem. Convergence analysis of the presented method is discussed, the
method applied to two test examples, the absolute errors in the solution obtained
by our method are compared with the method in [2],[10],[11]. We find that our
results are considerable accurate.
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