
International Journal of

Mathematical Modelling & Computations

Vol. 02, No. 01, 2012, 71 - 75

The Relation Between Topological Ordering and Adjacency

Matrix in Digraphs

T. Rastad∗ and N. Delfan

Department of Mathematics, Islamic Azad University, Central Tehran Branch, Tehran,

Iran.

Received: 13 June 2011; Accepted: 5 November 2011.

Abstract. In this paper the properties of node-node adjacency matrix in acyclic digraphs are
considered. It is shown that topological ordering and node-node adjacency matrix are closely
related. In fact, first the one to one correspondence between upper triangularity of node-node
adjacency matrix and existence of directed cycles in digraphs is proved and then with this
correspondence other properties of adjacency matrix in acyclic digraphs are presented.
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1. Introduction

Let the nodes of a loopless digraph G = (N,A) be labeled by distinct numbers
from 1 through n and the array order contains the labels [i.e., gives the label of
node i]. A labeling scheme is a topological ordering of nodes if every arc of G joins
a lower-labeled node to a higher-labeled node. That is, for every arc (i, j) ∈ A,
order(i) < order(j).
A digraph without any directed cycle is called an acyclic digraph. It has been

shown that a digraph is acyclic if and only if it possesses a topological ordering
[1]. We will show that topological ordering and node-node adjacency matrix are
closely related.

2. Adjacency Matrix in Acyclic Digraphs

Definition 2.1 A matrix is said strongly upper triangular if it is upper triangular
with zero diagonal elements.
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Theorem 2.2 A digraph G = (N,A) has a topological ordering if and only if
its node-node adjacency matrix can be transformed to a strongly upper triangular
matrix.

Proof To show sufficient condition, suppose H = {hij}n×n is the node-node adja-
cency matrix of G and it is strongly upper triangular, that is:

hij =

{
1 (i, j) ∈ A&i < j

0 otherwise

Set order(i) = i (∀i ∈ N). This labeling is a topological ordering, because
according to the hypothesis, for every (i, j) ∈ A, i < j hence order(i) < order(j).
To prove necessary condition, assume that the digraph has a topological ordering.

It is sufficient to arrange the rows (and corresponding columns) of the node-node
adjacency matrix according to this ordering. That is, if order(i) = k then the kth

row and column of the new matrix is corresponding to node i. The resulting matrix
is called H̄ = {h̄ij}n×n. In fact H̄ is the transformed form of H. H̄ is a strongly
upper triangular matrix:

∀(i, j) ∈ A, hij & order(i) < order(j) ⇒ h̄order(i),order(j) = 1

According to the above mentioned expression if h̄ij = 1 then i < j, so H̄ is an
upper triangular matrix. In addition, the graph is loopless, hence:

∀i ∈ N, hii = 0 ⇒ h̄order(i),order(j) = 0.

■

Now the following corollaries can be concluded:

Corollary 2.3 A digraph is acyclic if and only if its node-node adjacency matrix
can be transformed to a strongly upper triangular matrix.

Corollary 2.4 In an acyclic diagraph if order(i) = k then:

a. indgree(i) ⩽ k − 1
b. outdegree(i) ⩽ n− k



T. Rastad & N. Delfan/ IJM2C, 02 - 01 (2012) 71 -75. 73

Proof

indegree(i) =

n∑
j=1

hjk =

k−1∑
j=1

hjk +

n∑
j=k

hjk

=

k−1∑
j=1

hjk + 0 ⩽ k − 1

outdegree(i) =
n∑

j=1

hkj =
k∑

j=1

hkj +
n∑

j=k+1

hkj

= 0 +

n∑
j=k+1

hkj ⩽ n− k.

■

Corollary 2.5 If a digraph is acyclic then there exists at least one node i with
indegree(i) = 0 and one node j with outdegree(j) = 0.

Corollary 2.6 An upper bound on the number of arcs in acyclic digraphs is
n(n−1)

2 .

Proof The number of nonzero elements in the adjacency matrix that are above
the diagonal shows the number of arcs that an acyclic digraphs can have. The
maximum of this number is:

n∑
i=1

n∑
j=1

hij =
n−1∑
i=1

n∑
j=i+1

hij ⩽
n(n− 1)

2
.

■

Now, the necessary and sufficient condition for uniqueness of a topological order-
ing is presented. Suppose that the digraph G = (N,A) is acyclic and topological
ordering is given as order(i) = i, ∀ i ∈ N . In addition assume that H = {hij}n×n

is the strongly upper triangular node-node adjacency matrix corresponding to the
current topological ordering. For making a new topological ordering it is sufficient
to interchange the rows and corresponding columns of this matrix such that the
resulting matrix become strongly upper triangular.
cj and rj are defined as:

cj =

{
max

{
k :

∑k
i=1 hj−1,j = 0

}
, if hj−1,j = 0

0 , otherwise

rj =

{
max

{
k :

∑k
i=1 hj,j+1 = 0

}
, if hj,j+1 = 0

0 , otherwise

It is clear that for each node j, 0 ⩽ cj ⩽ j − 1 and 0 ⩽ rj ⩽ n− j.

Lemma 2.7 Suppose H = {hij}n×n is the adjacency matrix for acyclic digraph
G = (N,A) and i, j ∈ N , (i < j):



74 T. Rastad & N. Delfan/ IJM2C, 02 - 01 (2012) 71 -75.

a) The necessary and sufficient condition for the matrix which is resulted from
interchanging i and j columns of H to be strongly upper triangular is: cj ⩾
j − i.

b) The necessary and sufficient condition for the matrix which is resulted from
interchanging i and j rows of H to be strongly upper triangular is: rj ⩾ j−i.

Proof

a) It is clear that hli = 0 for i + 1 ⩽ l ⩽ j (since this components are under
diagonal). Hence the necessary and sufficient condition for the matrix which
is resulted from interchanging i and j columns of H to be strongly upper
triangular is hkj = 0 for i ⩽ k ⩽ j − 1. In other words, according to the
definition of cj the following inequality should hold: cj ⩾ j − i.

b) It is clear that hjl = 0 for i ⩽ l ⩽ j − 1 (since this components are
under diagonal). Hence the necessary and sufficient condition for the matrix
which is resulted from interchanging i and j rows of H to be strongly upper
triangular is hik = 0 for i + 1 ⩽ k ⩽ j. In other words, according to the
definition of rj the following inequality should hold: rj ⩾ j − i.

■

Since in adjacency matrix jth row and column are corresponding to node j (or
order(j) . . . ), if the jth row is interchanged with ith row, the jth column should be
interchanged with ith column, too. In this case if the resulting matrix is strongly
upper triangular, it is sufficient to interchange order(j) with order(i) to produce
another topological ordering.
Let P = {j : j ∈ N, cj > 0} & Q = {j : j ∈ N, rj > 0}.

Lemma 2.8 P = ∅ ⇒ Q = ∅.

Proof Suppose P = ∅, in other words for each node j, cj = 0 that means ∀ j ∈
N, hj−1 = 1. Now assume that Q = ∅, hence there is a node i such that ri ⩾ 1. So
which shows ci+1 ⩾ 1 that is a contradiction.
In a similar way it can be shown that if q = ∅ then P = ∅. ■

Theorem 2.9 The necessary and sufficient condition for uniqueness of a topolog-
ical ordering is P = ∅ (or Q = ∅).

Proof Suppose P = ∅ (Q = ∅). Hence for each node j, cj = 0 (rj = 0). According
to Lemma 1 no columns (rows) can be interchanged with another one such that the
resulting matrix becomes strongly upper triangular. Hence the topological ordering
of this digraph is unique. Conversely, suppose P ̸= ∅ then there exist j ∈ P such
that cj ⩾ 1. It is clear that hj−1,j = 0 hence rj−1 ⩾ 1. According to Lemma 1
the columns (rows) j and j − 1 can be interchanged such that the resulting ma-
trix becomes strongly upper triangular. The new topological ordering is produced by
interchanging order(j) with order(j − 1). ■

3. conclusion

In this paper the properties of node-node adjacency matrix in acyclic digraphs
were considered. It was shown that topological ordering and node-node adjacency
matrix were closely related. In fact, first the one to one correspondence between
upper triangularity of node-node adjacency matrix and existence of directed cycles
in digraphs was proved and then with this correspondence other properties of
adjacency matrix in acyclic digraphs were presented.
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