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Abstract 

How to reconfigure a logic gate for a variety of functions is an interesting topic. In this paper, a different method of designing 

logic gates are proposed. Initially, due to the training ability of the multilayer perceptron neural network, it was used to create 

a new type of logic and full adder gates. In this method, the perceptron network was trained and then tested. This network was 

100% accurate to determine outputs based on inputs. The results of comparison showed that the multilayer perceptron network 

had higher velocity and less delay in most cases, and used a smaller number of neurons, which will reduce the loss of power. 

Meanwhile, implementation of these gates will require less space through the multi-layer perceptron network. 
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1. Introduction 

An artificial neural network is a parallel 

structure that can solve many complex problems, 

such as modeling, optimization and classification 

[1]. Some of the important applications of the neural 

network are recognition of pattern, diagnosis and 

identification of human speech, conversion of black 

and white images to color images, prediction of 

earthquakes, etc. [2-4]. 

Often, simulations of various artificial neural 

networks have been performed using software 

simulators and high-level programming language, 

but, due to the parallel structure of artificial neural 

networks, their hardware implementation is faster 

and more efficient with the help of FPGA and CPLD 

than their software simulations [1, 5]. In general, 

multilayer perceptron artificial neural networks 

usually consist of an input layer and an intermediate 

layer (hidden) and an output layer with a 

proportional number of neurons linked by weights 

[6-7]. 

 S. Yellamraju et al. have proposed a CMOS 

technique for designing and implementation of an 

ecologically inspired neuron that has accepted 

several synaptic inputs. This circuit accepts 

synapses as inputs and produces an output waveform 

according to the activation level. Then, the 

realization of various logical gates has been 

investigated through this combination [8]. 

In [9], the logic gates of the AND and 

Exclusive-OR (XOR) bases were implemented 

using the perceptron artificial neural network and 

specific threshold values. 

In another method of designing the gates, the 

astrocytes function is inspired by biological systems 

of nerves [10]. The use of such systems has been 

investigated for the production of logical operators. 

The resulting systems are simple and homogeneous 

meaning that only one type of neuron has been used 

with a spiking rule. With the help of these neurotic 

logic gates, a much more complex Boolean circuits 

with Cascade connections can be made and can be 

used to implement limited computing devices. 

In [11], a pulsed neuron system was provided 

for the design of gates and logic circuits, in which, 

for synchronization between blocks, a series of 

concurrent blocks are used. 

By using pulsed neural systems, we can use 

other methods to construct new gates by dividing 

neuron weights and germination [12]. With this 

method, complex calculations can be investigated. 

A relatively vast research has been done to 

improve the algorithm of pulsed neural systems. In 

[13], synapses and their rules have been revised and 
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reconfigured. For example, the base systems that 

were constructed by 39 neurons in previous methods 

were designed by 30 neurons in [13]. 

In this research, firstly, according to the 

accuracy tables, the operation of the logic gate was 

trained to the multi-layer perceptron network, and, 

then, the 3-bit and 8-bit full adder circuits were 

designed by a multi-layer perceptron network and 

was generalized for N-bit adder. 

The article is divided as follows: second part is 

the method used in this study. In Section 3, types of 

gates and their designed structure are introduced 

with the help of multi-layer perceptron network and 

three-bit full adder circuit. The fourth part examines 

the advantages and disadvantages of this plan and 

compares them with similar works. The fifth part 

examines the results of comparing this plan and its 

advantages. 

2. Research method 

A) MLP neural network 

An artificial neural network is composed of 

many artificial neurons that are linked together 

according to specific network architecture [14]. The 

objective of the neural network was to transform the 

inputs into meaningful outputs (Fig. 1).  

 

 
Fig. 1. Simple multilayer perceptron neural network [15]. 

Multilayer perceptron (MLP) network consists 

of an input layer, one or more hidden layers and one 

output layer. Each layer consists of multiple neurons 

[16-18]. An artificial neuron is the smallest unit that 

constitutes the artificial neural network (Fig. 2). 

 

 
Fig. 2. K layers multilayer perceptron neural network. 

B) Design and simulation of logic gates and 

full adder using multilayer perceptron 

network 

Logic gates and full adder circuits were 

designed with multi-layered perceptron network. In 

order to improve the performance and reduce the 

calculation for each gate, a certain number of 

neurons (N1, N2, N3, ...) were used in each layer. 

Then, using the accuracy chart of each gate and the 

full adder circuit, the training and testing matrix was 

formed and the multi-layer perceptron network was 

trained and tested. 

3. 3. Measurement, observation and calculation 

In this study, with the use of the MATLAB 

(2016) software, the multi-layer perceptron network 

was trained and tested for design of the logic gate 

and the full adder circuits. 

A)  AND Gate 

The AND gate represents the result of 

multiplying two input bit in the output (Formula 

(1)). In the design of this gate, the network was 

trained and finally, it was tested with a precision of 

100%. The number of neurons in the first, second 

layers is 2, 1 respectively (Figure 3). 

𝑌 = 𝐴𝐵 (1) 

 
Fig. 3. The perceptron neural network for the 

implementation of the AND gate with (tan-sigmoid) function 

The weights matrix for fully connected neural 

network is as below: 

𝑤 = [
0.2931
0.2931

] 
(2) 

B) OR Gate 

The OR gate represents the result of summing 

two input bit in the output (Formula (3)). In the 

design of this gate, the network was trained and 

finally, it was tested with a precision of 100%. The 

number of neurons in the first, second layers is 2, 1 

respectively. 

𝑌 = 𝐴 + 𝐵 (1) 

The weights matrix for fully connected neural 

network is as below: 

𝑤 = [
0.7881
0.7881

] 
(2) 

C) XOR gate 

The XOR gate function is shown in formula 5. 

In the design of this gate, the network was trained 

and finally, it was tested with a precision of 100%. 
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The number of neurons in the first, second, and third 

layers is 2, 2, 1, respectively. 

𝑌 = 𝐴⊕ B = 𝐴′𝐵 + 𝐵′𝐴 
(3) 

        
Fig. 4. The perceptron neural network for the 
implementation of the OR gate with (tan-sigmoid) activation 

function 

 
Fig. 5. The perceptron neural network for the 
implementation of the XOR gate with (tan-sigmoid) activation 

function 

The weights matrix between the input layer 

and the hidden (middle) layer is W1 and the weights 

matrix between the hidden layer and the output 

layer, is W2. 

𝑊1 = [
0.6550  2.4736
0.6541  2.4658

] 
(4) 

W2 = [2.3921 1.6857]  
(5) 

D)  NOT gate 

Since the gate of NOT is obtained from XOR 

of each data with a number, the trained perceptron 

network for the XOR gate was used in the design of 

this gate, so that, one of the inputs was always 

considered one. 

E)  Three-bit full adder 

Generally, two blocks (two half adder) are 

used to design full adders, but here, with the help of 

multi-layer perceptron network training, a 3-bit full 

adder was designed directly. The entire three-bit 

adder received 3-bit input (usually in the upper 

classes of one of the digits, is the Carry in the 

previous floor) and then were added together and the 

sum (S: SUM) and the (C: CARRY) are calculated. 

With the change of the first, second, and the third 

bits (assuming the variation of the Carry), the sum 

and carry are represented by the help of multilayer 

neural network. These changes are considered in ten 

steps for these three bits (Fig. 6). 

𝑊𝑆 = 𝐴⊕ B⊕ C 
(6) 

C = AB + AC + BC 
(7) 

 In designing a 3-bit full adder, the multi-layer 

perceptron network was once trained and tested to 

calculate the sum (SUM) and again to calculate the 

carry (CARRY). Each network was tested with a 

precision of 100%. 

 

 
Fig. 6. a 3-bit full adder. A: The first bit and B: The second 

bit and C: The bit of the previous Carry 

The weights matrix for the 3-bit full adder with 

fully connected neural network is as below: 

𝑆𝑈𝑀 =

{
 
 

 
 𝑊1 = [

3.8370   1.3049  − 0.3424
3.8381  1.2968 − 0.3359
3.8298  1.2858 − 0.3258

]

𝑊2 = [
3.8282
−6.0522
−4.5134

]
}
 
 

 
 

 

(1) 

𝐶𝐴𝑅𝑅𝑌 = {𝑊 = [
0.3530
0.3542
0.3553

]} 

(2) 

F) Eight-bit full adder 

To complete all eight-bit full adders, eight 

blocks of three-bit full adders were used. CARRY of 

the first layer output enters the CARRY of the 

second layer input and the CARRY of output of the 

second layer enters the CARRY of input of the third 

layer. These steps are repeated for each of the eight 

layers. This method can be used to generalize a 

three-bit full adder to an eight-bit and more (N-bit) 

full adder (Fig. 8). To sum 8-bits to the input, at first, 

two 8-bit matrixes (including binary codes) are 

simultaneously received from the program input. 

Then, the program begins to sum each 3-bit in each 

class, respectively, and transfers the CARRY of 

each class to the next class. In Fig. 9, the sum of the 

inputs in each five-minute interval has made the 
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corresponding changes to the output. The simulation 

results with MATLAB software are shown in Fig. 9. 

 

 
Fig. 7. A three-bit full adder display with a variable binary 
input in the 10-step change. 

 
 

Fig. 8. All eight-bit full adders. A: The first bit and B: The 

second bit and C: The CARRY bit (The CARRY of the first 

layer is transmitted to the CARRY of the next layer). 

 
Fig. 9. 8-bit full adder display with variable binary input in 

8 steps of input bit changes. 

G)  N-bit full adder 

The 8-bit full adder program is written in such 

a way that by adding the dimensions of the input 

matrix, the corresponding output is calculated. To 

design an N-bit full adder, simply, put the number of 

inputs in the program as N, and after executing the 

program, the outputs will be stored in two matrices 

of the SUM and the CARRY. 

A 16-bit full adder is considered, the 

simulation results with MATLAB software are 

shown in Fig. 10. In this graph, for more clarity, the 

input matrix bits and, consequently, the total sum 

(SUM) and the CARRY variable are shown every 5 

seconds. This full adder also operates on the basis of 

a generalized three-bit full adder, except that in the 

program loop, the CARRY is transferred from the 

previous step. 

 
Fig. 10. Chart of 16-bit full adder input changes generalized 

from the 8-bit full adder.  

In the following, a 32-bit matrix is applied to 

8-bit full adder MATLAB code, and the adder easily 

calculates and displays the output matrices (Fig. 11).  

 
Fig. 11. 32-bit full adder input chart generalized from the 8-
bit full adder. 

4. Results and discussion 

Logic gates can be designed in a variety of 

ways. Multi-layer perceptron network is a new and 

proposed method of designing logic gates and full 

adder circuit. In this paper, their designs have been 

investigated. In [16], another type of design has been 

studied. In Table 1, the proposed method of the 

perceptron network is compared with the method 

presented in [16]. As you can see, the number of 

neurons used in the proposed gates are less than the 

paper [16]. In [16], if we want to use different logical 

circuits, we need to apply synchronization blocks. 

However, there are no synchronization blocks in the 

design of different circuits using the proposed gates 

in this article. Therefore, the integrity of the circuit 

and their hardware implementation is possible at a 

smaller level. 
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Table.1. 
Comparison of proposed Logic Gate Design and full adder characteristics with Paper [16] 

Weights matrix 

 

The total number of 

layers 

The total number of 

neurons 

 

W=[
0.2931
0.2931

] 2 3 Proposed AND gate 

Designed with MLP 

W1=[
2 2
2 2
] 

W2=[
2
2
] 

3 5 AND gate [16] 

W=[
0.7881
0.7881

] 2 3 Proposed OR gate - 

Designed with MLP 

W1=[
 4 4
4 4

] 

W2=[
−2
2
] 

3 5 OR gate[16] 

W1=[
0.6550  2.4736
0.6541  2.4658

] 

W2=[2.3921 1.6857] 

3 5 Proposed XOR gate - 

Designed with MLP 

W1=[
1 1
1 1
] 

W2=[
1
−1
] 

3 5 XOR[16] 

{
 
 
 
 

 
 
 
 

𝑆𝑈𝑀 =

{
 
 

 
 𝑊1 = [

3.8370   1.3049  − 0.3424
3.8381  1.2968 − 0.3359
3.8298  1.2858 − 0.3258

]

𝑊2 = [
3.8282
−6.0522
−4.5134

]

𝐶𝐴𝑅𝑅𝑌 = {𝑊 = [
0.3530
0.3542
0.3553

]
}
 
 
 
 

 
 
 
 

 

{
𝑆𝑈𝑀 = 3
𝐶𝐴𝑅𝑅𝑌 = 2

 {
𝑆𝑈𝑀 = 7
𝐶𝐴𝑅𝑅𝑌 = 4

 Proposed full-adder  

Designed with MLP 

{
 
 
 
 
 

 
 
 
 
 

𝑆𝑈𝑀 = {𝑊1 = {
[
2 2
2 2
]

[
2
−2
]
         𝑊2 = {

[
2 2
2 2
]

[
2
−2
]
}

𝐶𝐴𝑅𝑅𝑌 =

{
 
 
 

 
 
 
𝑊3 = {

[
2 2
2 2
]

[
2
2
]
     𝑊4 = {

[
2 2
2 2
]

[
2
−2
]
 𝑊5 = {

[
2 2
2 2
]

[
2
2
]

𝑊6 = {
[
4 4
4 4
]

[
4
4
] }

 
 
 

 
 
 

}
 
 
 
 
 

 
 
 
 
 

 

{
𝑆𝑈𝑀 = 6

𝐶𝐴𝑅𝑅𝑌 = 12
 {

𝑆𝑈𝑀 = 10
𝐶𝐴𝑅𝑅𝑌 = 20

 full-adder [16] 

 

One method of implementing a full adder is by 

using logic gates and Boolean algebra. It should be 

noted that in this design, for a 3-bit, there is a need 

for three layers and five logic gates, and if we want 

to design an 8, 16, 32 or N-bit full adder, we are 

faced with a large volume of logic gates and 

complex circuits. 

In [10], another type of design has been studied 

using a pulsed astrocyte network. With the help of 

the above formula (8), (9) and base gates in [10] the 

full adder circuit was designed. Fig. 12 compares the 

specifications of proposed full adder and papers in 

[10, 1999]. The proposed full adder designed with a 

multi-layer perceptron network used a very limited 

number of neurons to train and test the perceptron 

network, and then the generalized results of this 

network were used for N-bit using MATLAB 

programming software. It is noticeable that the 

hardware complexity of this method is much less 

than other methods and will occupy less orbital 

level. 

The flexibility of this full adder for its 

generalization in calculating any dimension of the 

input matrix is another benefit of this N-bit full 

adder. Using fewer layers, fewer gates and weights 

matrix will reduce the power consumption of the 

circuit.  

By comparing the logic gate and full adder 

circuit design with multi-layer perceptron network 

and other designs, we concluded that this method 

was prioritized in terms of the number of neurons 

and the level of implementation, and the speed of 

detection of output. 
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Fig. 12. Comparison of full adder characteristics with 
different methods 

5. Conclusion 

In this paper, the logic gates and N-bit full 

adder circuits were designed with the help of multi-

layer perceptron network. Logical gates designed in 

this way are hardware-less complex and less space-

consuming. Then, the 3-bit full adder circuit was 

designed with the multi-layer perceptron network. In 

this design, no logic gate was used, and therefore, 

the full adder speed increased, and the 3-bit full 

adder was generalized to the 8-bit. The 

programming of this full adder is such that any 

number of bits in the input matrix that is applied on 

it, the result (the sum and the CARRY) will be 

computed in the output. This method is prioritized in 

terms of the number of neurons and the level of 

implementation, and the speed of the detection of 

output compared to the other design. It also occupies 

less hardware space and is less complicated. It is 

suggested that in the future, this method is used in 

the design of memory, subtraction, and so on. 
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