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Abstract 

In order to improve the optimal performance of a machining process, a booster to improve the serve control system 

performance with high stability for EDM is needed. According to precise movement of machining process using electrical 

discharge (EMD), adaptive control is proposed as a major option for accuracy and performance improvement. This article is 

done to design adaptive controller based on self-tuning regulator (STR) using adaptive online detection methods of gradient 

MIT and normalized gradient MIT to adjust machine's movement time in the control process. Process performance after 

controller design shows that determined Gaps location at different points is appropriate and improves machining rates almost 

100%. 
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1. Introduction 

Machining by electrical discharge method 

(EMD) is one of the special methods to milling that 

there is no direct contact between work piece and 

electrode, and therefore there is no physical force 

[1]. Hardness coefficient ratio of dwarf separation 

is related to work piece electrical conductivity no 

its hardness [2]. The basis of this method could be 

used for all electric current conductive material in 

machining process which has four different parts: 

1.electrods, 2.workpiece 3.dielectric fluid 4.current 

source [3]. Using purpose of dielectric (water or 

oil) is temperature reduction in machining area and 

transfer machined particles from machining area so 

that suitable sparks occur and arc phenomenon 

does not occur [4]. If there be a potential difference 

between two electrodes (the work piece and the 

electrode), because of electrons high collision to 

dielectric between two electrodes, dielectric 

molecules will be ionized and a channel from ions 

between two electrons is created which is called 

plasma channel [4, 5]. Due to ion severe collisions 

to the work piece, milling is done. Sparking and on 

the other hand, tools advancing to the work piece 

(as back and forth vibration with high-frequency) 

tool shape is milled in work piece over time. 

Surface smoothness depends on produced spark. 

The stronger the spark the rougher the level, but 

machine speed will be more [6]. Commonly 

devices are Spark and Wierkat. Monitoring and 

EDM process control is often based on 

identification and adjustment of the machining 

location in the distance between the electrode and 

work piece during arc production process. Many 

efforts have been done to improve monitoring and 

system control to find gap location set up the 

machine in real time to keep the process in 

optimum conditions [7-8]. The main reason to use 

adaptive control for EDM process is that adaptive 

controller can correct its behavior in response to 

time variation of the parameters in the EDM 
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process and noises characteristics. [9]. Control 

problems design in this article is a process model 

parameters determination and parameterization of 

controller coefficients. Continue, process model 

investigation and controller design of 

communication formulation between control 

variable u(t) and T(t) will be investigated.  

2. Control Design Analysis for the EDM Process 

Usually, an EDM machine uses an open-loop 

control scheme for EDM process. To access the 

adaptive controller, a closed-loop control design is 

needed [2]. One is a ratio to spark pulses transient 

electric arc pulses to all pulses, and the other is 

permanent arc pulse ratio small pulses to all pulses 

[10]. This article is paid to the second mode 

because control aim is to keep machining stable so 

will have more direct access to this aim. In 

addition, this method has more protection against 

damage caused by electrical arcs and short pulses. 

Giving this protection, y, which is gap situation 

identifier, could be shown by Eq.1 as: 
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Where short , arcstab.  , arctrans. , spark  are 

shown short pulses, stable arcs, transient arcs, and 

number of sparks in a period, respectively. 

Prediction model which is extended in reference 

[11-12], can be used for gap situation new 

definition defined in this article. The adaptive 

control system is finding a method for EDM 

process and adjusting controller coefficients when 

EDM process characteristics and node parameters 

are changing.  

3. Controller Design and Modeling 

    To calm machining noise, gaps situations 

are filtered after calculation in Eq.1. Pay attention 

that in continue all calculations and control 

functions investigation based on gap location are 

filtered. Identifying EDM process parameters, the 

process can be described as a pulsed transfer 

function and a filtered white noise that operates on 

the system [9, 13]. The process can be simplified as 

Eq. 2: 
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Which happens to be EDM process Model 

structure (Eq. 3). 
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Where is backward shift operator,         
      and Consider the Eq.3, assume that    , 
     are known for        , then after simple 

manipulations give the system model. (Eq.4)[11]: 
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Where y is the adjustable parameter vector. 

The error between the prediction and the measured 

output is (Eq.5). Let (Eq.6a) 
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Further collection gives the error (Eq.7): 
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Thus, define a state vector       (Eq.8): 
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Let the adjustable parameter vector be (Eq.9): 

T
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Then in terms of Eqs. (6a) and (7), further 

collection gives (Eq.10): 
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Insert Eq. (6b) into Eq. (11) and replace w (t, 

y) with Eq. (10). After collection it gives (Eq.12): 

),()(),(  ttyt T  (12) 

The selections of candidate models are 

performed on Matlab platform. Suppose that a set 

of candidate models has been selected and 

parameterized as a model structure using a 

parameter vector in Eq.9, then search for the best 

model within the set becomes the problem of how 

to determine or estimate y. Since each model 

represents a way of predicting the future output, the 

errors between the prediction and measured output 

are considered to be criterion for searching the best 

model. Then according to the error Eq.12, there is a 

scalar description [11]. This fact denotes that it is 

appropriate to use this model structure to 

recursively track gap state variations. The model is 

described as Eq.13: 

)()](/)([)()](/)([)( teqDqCtuqFqBty   (13) 

Where  
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With respect to the identification parameters 

Eq.14 can be identified as: 
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Where )(ty  is filtered gap location. Now 

process could be written as a standard form of 

Eq.15: 

                           (15) 

Where )(qA  is assumed for a discrete system 

at time as Eq.16: 
                           

                 

 
(16) 

Where in Eq.16, all polynomial zeros of 

inside circle are unit. The control strategy of 

minimum variance is used with Single-step 

prediction to design self-adjusting regulation by 

selecting the control signal [14-15]. Actually, 

predicted value follows desired value and after 

simplification, control signal can be written as 

Eq.17: 

     
 

  
   

   

 
     (17) 

Where    is determined gap location which 

must be followed Control block diagram is 

represented as Fig. 1 from Eq.13 and Eq.17. Signal 

transmission rate from the PC to the system is 0.5 

seconds. In this case, programs consumed time to 

identify discharge pulses, estimate model 

parameters, calculate controller design, and sending 

rate will be considered 2 seconds. This time is 

considered as TD time changing [15-16]. 

 

 
Fig. 1. Block diagram of a random STR controller in the 

presence of noise 

Two inputs enter to controller block. One is 

determined gap location    and the other is filtered 

gap location. Each gap location comes from a 

discharge pulses rate in two seconds. Each gap 

location after identification by monitoring system 

is sent by a filter to reduce noise and then will be 

feed backed to the controller. Filtered gap location 

is used to calculate control variable )(tu with 

estimated coefficients of CBA ,, from estimate 

block and controller design block is shown in Fig 

(1). Power parameters are given in Table (1) 

and
JT  parameters are given in Table (2) [11-17]: 

Table.1. 
Power Parameters 

Power Parameters Considered Value 

                 120 

                  30 

           150 

           5 

Table.2. 
Parameters of the tool jump setting 

Considered value 
JT  parameters 

1.24mm Amplitude 

500 mm/min Speed 

 

In EDM process in reference [11], all inputs 

are combined with step input in the same way. The 

reason is system parameters setting in normal 

machining mode without feedback control [18]. In 

controlled EDM process modeling which uses 

feedback control as adaptively, since all inputs in 

machining except      remain unchanged, all 

inputs are combined with the variable     . 

Although      is not a step input, but it is changed 

by gap modified locations respectively in control 

strategy of minimal variance to keep gap location 

to follow determined gap location   . It is 

necessary that when gap location becomes more 

than gap location reference    ,       must be 

reduced to neutralize arc increscent and short 

pulses. It should be noted that it is seen from 

equation (2) that      is proportional to gap 

location. It also concludes that     is fit with        
changing, that its discrete form is as Eq.18: 

KtuTTtTtT /)()()1()( minmax   (18) 

Where k is an adjustment factor which is obtained 

through empirical experiments.  As see, Eq.15 is a 

normalized form. Investigating real locations in 

machining, the maximum and minimum values are 

set to 2 and 0.25 seconds, respectively, and the 

initial value is 0.5 seconds [11-19]. Eq.11 and 

Eq.13 show that there are only 6 parameters that 

must be estimated. When a gap location was 

estimated in a head location, then parameters are 

investigated. Control variable of these estimated 

parameters is calculated in Eq.15 and )(tT is 

adjusted according to Eq.16, therefore, )(tT  in gap 

location phrases of real-time are adapted to achieve 

a robust machining. 
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4. System Simulation and Analysis for Online 

Identification Methods 

In input design of STR controller, the control 

signal is obtained from Eq.17. In Eq.17,     is gap 

desirable location and )(ty   is gap real location. 

Fig 3.2 and 4 illustrate our relation between gap 

location, the control signal, and )(tT  for k=10000, 

100, 1000. Calculated T value is entered into the 

EDM process. 

 
Fig. 2. STR controller effect on T (t) curves, control signal 

and gap location for K=100 

 
Fig. 3. STR controller effect on T (t) curves, control signal 

and gap location for K=1000 

 
Fig. 4. STR controller effect on T (t) curves, control signal 
and gap location for K=10000 

When k is small (k=100), in Fig2, control 

variable )(tu  and )(tT  are oscillate strongly and 

control system will be unstable. When k is more 

than an amount (k=1000) in Fig.3, oscillation will 

be less a bit, but control system is unstable yet. 

Increasing k in k=10000 as shown in Fig.4, time 

)(tT  won’t have any oscillation and swing 

corresponding with gap location. Meanwhile, )(tT  

in k=10000 is well suited to variable )(tu  Figs 2 

and 4 show that whenever gap location farms from 

determined gap location, control variable will act to 

neutralize deviation and will try that gap location 

follow determined gap location. These Figs show 

that selecting k=10000 or more is suitable for the 

control system.  

5. Controller Design and Adaptive Control 

Methods Simulation of Reference Model for 

EDM System  

In this section, adaptive control design 

methods based on MIT rule and generalized MIT 

rule will be done on EDM system. Since these 

methods are used for continuous systems in time, at 

first discrete system must be continuous that 

continuous equivalence of EDM discrete system 

with no white noise and its dynamic is as Eq.19 

[15]. 
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As seen system degree is high and using 

reference model methods for up system will have 

lots of problems. To do this, we want to 

approximate system with less degree. We have 4 

poles and 6 zeros far from the origin and close to 

each other that can easily be ignored. Regarding 

time response form, the system could be 

approximated by the first-order system in first-

order form as:   
 

    
 . To obtain k according to 

final amount of step response, we have: 


1

lim Kty   and Time constant (T) when 

system step response reaches 0.63 of final amount 

is obtained from the Fig that is equal to 6.16 

seconds.  As a result, the convergence function of 

the approximate system is obtained as follows 

(Eq.20). 

116.6

6.24




s
G  (20) 

In Fig.5, step response and frequency response of 

the real system and approximated system are 

plotted. As shown in Fig 5, as shown in Fig 5, the 

approximated system has a very close response to 

the real system. 

6. Adaptive Controller Design Based on MIT 

Rule 

Definition error as the difference between 

system output and reference system output, the cost 

function is defined as error square. System 

parameters must be changed as the cost function is 
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minimized. Therefore, parameters must be changed 

in direction of negative cost function gradient. 

Eq.21 is used to change parameters in time [20-21]. 

  // eedtd  (21) 

Assuming that the control signal is linear 

combination reference input and system output that 

controls signal coefficient is equal to α1 than 

reference input and is –α2 than output, optimal 

values for these parameters will 

be 460.0,5.0 21   . If controller parameters 

reach the optimal values, the fault will be 

minimized. Of course, in reference model control, 

the aim is not parameters convergence but system 

behavior tendency to desirable model is important. 

Calculating cost function as fault square in terms of 

output and control signal, and replacing the control 

signal with equation            and 

placement, derivatives calculation and simplifying, 

intended equation to correct parameters to reduce 

fault square gradient will be like Eq.22. 

 
(a) 

 
(b) 

 
)c( 

Fig. 5. System step response of continuously in time (a) real 
EDM (b) frequency response and root locus(c) 

 
(a) 

 
(b) 

Fig. 6. Output time response, fault amount and control 

energy for gain 3 and square input domain (a) 0.02 and (b) 2 
based on MIT method. 
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For two-step inputs 2,02.0ry  and pulse 

input, system output (gap location) estimated 

output signal domain is shown in Fig 6 for square 

input with domain 0.02 and 2. 

As seen in Fig 6, parameters do not converge 

to their optimal value in (a) for the square input 

0.02 and output cannot follow the reference model. 

But in Fig 6 (b), it is seen that with increasing in 

reference input signal dominant, parameters 

converged to desire value and output could follow 

reference model and Ideal behavior of the control 

parameters for the correct position of the EDM 

machine for the step input of 0.5 for and as well as 

the positioning accuracy of the chip distance for the 

cropping Fig 7(a) 0.02 and Fig 7(b)2 based on the 

MIT method. 

The control signal (u) has a mutation in output 

change points for Fig 6 (b). In MIT method, input 

domain and y are effective in system response, so 

normalized gradient method will be investigated to 

have comparative behavior and analysis of adaptive 

methods. The normalized method is used to reduce 

input signal amplitude effect and y on system 

response. Parameters setting relation in this method 

is expressed as Eq.23: 
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(a) 

 
(b) 

Fig. 7.  Ideal behavior of the control parameters for the 

correct position of the EDM machine for the step input of 0.5 

for as well as the positioning accuracy of the chip distance for 

the cropping (a)0.02 and (b)2 based on the MIT method. 

Considering control signal as yuu c 21    

and calculate fault square (cost function) and 

replace control signal in Eq.24, parameters 

correction expression is as: 
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For two-step inputs and pulse input, system 

output (gap location) is shown in Fig 7. As seen in 

Fig 8, parameters are converged and output trace 

reference model for Fig 8(a) and 8(b). In this mode 

fault for signal amplitude, 0.02 for normalized 

gradient method is very small. However, in the 

normalized method, the effect of input signal 

amplitude and y on response becomes less but this 

method does not change closed-loop stability. Fig 

9(a) and 9(b) shows the behavior of the desired 

values in versus with respect to the step input. 

 

 
(a) 

 
(b) 

Fig. 8. Output time response, fault value and control energy 

for gain (a) 5 and (b) 2 and input signal domain of square wave 

is equal to (a) 0.02 and (b)2 based on MIT normalized gradient. 

 
(a) 

 
(b) 

Fig. 9. Ideal behavior of the control parameters for the 
correct position of the EDM machine for the step input of 0.5 

for as well as the positioning accuracy of the chip distance for 

the cropping (a)0.02 and (b)2 based on the MIT Normalized 
method. 
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7. Conclusion 

According to precise movement of the 

machining process using electrical discharge, the 

identification method is proposed to an important 

option online method to increase accuracy and 

improve milling operation. Control operations for 

self-tuning references (STR) method based on MIT 

and normalized MIT are implemented. simulation 

results show that in MIT method, when adaptive 

gain increases, parameters convergence speed 

increases, too and increasing in input domain 

causes increasing in tracing fault, but in normalized 

MIT method when adaptive gain increases, 

convergence speed improves and by increasing in 

input signal domain, there is no oscillatory 

behaviour in estimated parameters output and 

tracing fault will be negligible and acceptable 

control energy for the system will be produced. 
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