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Abstract 

In analog circuit optimization, obtaining optimal point that can satisfy various kinds of specifications 

is posed as goal of design. Utilization of evolutionary algorithms was introduced as a useful method 

but speed of convergence and ensure to access optimal point are these methods most challenges. In 

this paper the Multi-Layer Perceptron (MLP) artificial neural network is applied to access the suita-

ble point appropriate different specifications values of analog circuit. This point used in optimization 

algorithm to find reliable response. Neural network itself is trained by training database is collected 

during initial optimization process. The link of HSPICE and MATLAB is used for circuit simulation 

and evaluation during the process. 

 

Keywords: Analog circuit, Evolutionary algorithm optimization, Cost function, Multi-Layer Perceptron 

Neural network. 

 

1. INTRODUCTION 

Nowadays analog circuit automated design and 

optimization has received much attention, be-

cause analog circuit design deal with various 

specifications and variables, require consuming 

long design time and highly skilled expert de-

signer [1-14]. Day by day by development of in-

tegrated circuits (ICs), complexity of the circuits 

design is increased and from commercial aspects, 

improving design and access to exact optimal 

points is important. Analog circuit design proce-

dure can be consisting of topology selection and 

circuit sizing [1]. Most analog circuit sizing prob-

lems can be expressed as the multi objective op-

timization problem (e.g., gain power consump-

tion and etc.) with design variables that are size 

of components (e.g., transistors dimensions). 

Evolutionary optimization algorithms have 

been represented more appropriate approach in 

analog circuit optimization. Even though they 

don’t guarantee to find exactly the optimal solu-

tion [2]. In analog circuits optimization it should 

be considered that by changing design specifica-

tions values (constraints) , optimization algo-

rithms still be able to access an appropriate re-

sponse. In previous works one set of values of 

specifications, considered and optimization had 

been done to satisfy this values and access to bet-

ter values for one or two specifications as goals 

of optimization [1, 3]. 

The work presented in this paper is a new de-

sign approach in analog ICs. This method is able 

to increase reliability to achieve optimum re-

sponse. It by using appropriate points (Auxiliary 

Point) obtained from neural network can guaran-

tee accessing appropriate response even values of 

design several specifications change. The overall 
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process of this work is depicted in Fig.1. Two 

data flow are pointed out in this figure. One in 

the right called Learning Flow; consist of training 

database and neural network training. To gather 

training database for neural network training, 

genetic algorithm (GA) optimization process with 

stochastic initial point as Primitive Optimization 

has been used. After collecting database, this data 

is used to train Neural Network. And another in 

the left, called Design Flow, trained network is 

used to estimate points which are proportional 

different specifications values and then these 

points are applied to optimization algorithm. 

Learning Flow is performed once, but it might be 

possible use several times of Design Flow with 

various set of values of specifications. In Section 

4 the quality of collecting database module and 

how use Auxiliary Point in optimization process 

will be discussed.  

The structure of the paper is as follow that 

section 2 reviews the related works and then ge-

netic algorithm (GA) optimization and MLP neu-

ral network would be investigated in section 3. 

Section 4 is the main section of this paper con-

sists of the collecting training database, neural 

network training and how to use it in optimiza-

tion. Obtained results for the design of CMOS 

operational amplifiers and comparison with relat-

ed works can be seen in Section 5 and finally 

some conclusions can be found in Section 6. 

 

2. RELATED WORK REVIEW 

Circuits’ synthesis can be classified into two 

main categories Knowledge-based and optimiza-

tion-based [1, 3]. Knowledge-based methods use 

design equations to determine the design parame-

ters and evaluate its performance [5-7]. Since 

knowledge-based method uses some approxima-

tions and heuristics, this method would reduce 

the accuracy and also to develop design plan to 

another circuits and technology need to consume 

large design time [1, 3]. Second method which is 

based on using an optimization kernel in the pro-

cedure of circuit designing can be divided into 

three general categories equation-based [8, 9], 

simulation-based [10-12] and behavioral- based 

approaches [13, 14].  

In the simulation-based methods, simulation 

tools are used to evaluate circuit performance 

then this evaluation is applied in optimization 

process loop. Accuracy is increased and there is 

no need to provide equations for different cir-

cuits. Because of using simulation tools like 

HSPICE [15], generality and accuracy are in-

creased and ease of use are reasons to use this 

method in this work [1]. The literature can be 

classified in another aspect, some of them have 

used standard algorithms [4, 16-18], and some of 

them have tried to modify this algorithms, and 

also it might be used hybrid algorithms [19, 20]. 

Efforts have been done to access better perfor-

mance and reduce time consumption.But also 

didn’t answer that by changing design specifica-

tions are they also able to produce optimal solu-

tion? In this work suitable points proportional to 

various values of specifications are used that op-

timization algorithm would be able to access to 

better performance and it is able to find optimal 

solution with changing design specifications val-

ues. 

 

3. EVOLUTIONARY ALGORITHM & MLP 

ARTIFICIAL NEURAL NETWORK 

Many engineering problems can be supposed as 

optimization problems to find optimal statue of 

the system response. It might be a system with 

unknown or non-derivative transfer function; 

therefore classic methods wouldn’t be able to 

solve these problems. But evolutionary optimiza-

tion algorithms, which are based on biological 

principles borrowed from nature, can offer a so-

lution. This section first start with definition of 

search space and fitness function and it will be 

continued by summarized explanation of Genetic 

Algorithms (GA) concept, finally a brief descrip-

tion of Multi-Layer Perceptron (MLP) neural 

networks given. Artificial Neural Networks 

(ANNs) that are computational model inspired 

from neurological model of human brain have 

been used for various applications such as classi-

fication, pattern recognition, data analysis, func-



Signal Processing and Renewable Energy, March 2018                                                                                                                  17  

tion approximation and etc [21]. ANNs applica-

tions in circuit optimization is used usually as a 

behavioral approximation system but in this work 

it will be used to provide suitable point of design 

variables proportional to various specifications 

values as Auxiliary Point in GA optimization 

algorithm [22-24]. 

 

3.1 Search Space and Cost Function 

Search space could be referred to the all possible 

solutions that are collected. Sometimes, if sup-

pose N  independent input parameters, the di-

mension of the search space is considered N . 

With considering Fitness or Costs to the search 

space as another dimension it will get the 

( 1)N + dimensional. 

Cost function indicates the quality of a solution 

vector X . If the system has only one output var-

iable y , cost function will be equal y and if It 

has more than one output variables, they could be 

combined into a single value. There are methods 

that could be used for this combination, one of 

them is Aggregation Method which in this meth-

od the Cost function ( )C X  as expressed in equa-

tion 1 equals the weighted sum of the compo-

nents that coefficients ia  are weight coefficients 

and ( )if X  are specifications [18]. 

n
C( ) a f ( ) a f ( ) a fn n1 1 i ii 1

= + + = 
=

X X X  (1) 

In circuit optimization, some specifications 

such as Gain when reaches larger values are more 

favorable and some specifications such as power 

consumption when reach smaller values are more 

favorable. With considering this point and since 

optimizing algorithms are done in order to reduce 

the cost functions, function if ( )X ; (i=1, 2… n) in 

(1) represents one of the design specifications as 

expressed in equation 2. 

*
s s di ii

*
s if  desired to reach smaller valuei

f ( )i *
1 / s if  desired to reach larger valuei

=

 =





X

 

(2) 

 

The parameter S is obtained value and d is de-

sired values (constraints in optimization algo-

rithms) of specification. The advantages of this 

method are: 1) Simple normalization of specifica-

tions values are done, 2) Desired value (con-

straints) of specification automatically partici-

pates in cost function whatever specifications be 

better than desired values, cost function will be 

reduced more, that is desirable. 3) This cost func-

tion can be used to determine the specifications 

deviation from the desired values. One of the 

problems coming to circuits’ optimization is 

measuring the deviation, which is not possible 

with conventional methods like mean square er-

ror (MSE) because in this sort of measuring if 

exist same deviation in larger value and smaller 

value these methods report same deviation, which 

is not proper for circuit optimization whereas in 

circuits access to one aspect is goal. 

 

3.2. Genetic Algorithm (GA) 

This is one of the evolutionary algorithms (EAs) 

that based on the mechanisms of natural selection 

which have been developed by John Holland in 

the 1970s. In summary could be said it consists 

of four steps: Initial population that often is se-

lected randomly, Evaluation where consists of 

computing the objective values of the solution, 

Selection in which the fittest individuals are cho-

sen and Reproduction that creates new individu-

als from the mating pool by crossover and muta-

tion [4, 18]. It is continued again by evaluation, 

selection and reproduction until it will be reached 

one of the stop criteria (e.g., number of genera-

tion, time spent and etc.). More details about GA 

can be found in [25, 26]. 

 

3.3. Multi-Layer Perceptron (MLP) Neural 

Network 

MLP neural network consists of set of neurons 

organized in input, hidden and output layers that 

layers are interconnected by communication links 

[21-24]. The links of neurons are associated with 

weights that dictate the effect on the information 

passing through them. These weights are adjusted 
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by the training algorithm and after the network 

training they will be fixed.  

In feed forward computation, [21] output of 

hidden layer nodes are given by Eq.(4). Where wij 

are the weight connecting the input i to hidden 

layer node j, and the input vector X=[x1, x2, …, 

xn]T with n dimension is considered. f is the acti-

vation function shows the output of a neuron. 

Equation 5 is sigmoid function, one of the com-

monly activation functions that might be used. bj 

is the bias to the node. Feed forward computation 

in addition to use in training process, also during 

the usage of the trained neural model is used. The 

external inputs are fed to the input neurons (i.e., 

first layer) and then their outputs are fed to the 

hidden neurons of the second layer and the out-

puts of hidden layers are fed to the output layer 

neurons. 

( )n
.

i 1
h f w x bjj ij i= +

=
 (4) 

1
f (x)

1 exp(x)
=

+
 (5) 

The output of the network would be repre-

sented as Eq. (6) where wjk are the weights con-

necting the hidden layer to the output layer and m 

is the number of hidden layer neurons. The linear 

function can be used as output layer neurons ac-

tivation function.  

m
y = w .h jk jkj=0

  (6) 

Neural network training algorithms such as 

Supervised ANN straining algorithm uses both 

input x and desired output data d as sample pairs 

(X,D) to determine the weights. In the training 

process of the MLP network one of the methods 

is commonly used, is the back-propagation (BP) 

algorithm [26] that the weights and biases are 

adjusted to achieve a minimum mean square error 

(MSE) between the network output and the target 

value. 
The sample pairs (X,D) after collection would 

be divided into three sets: training data Tr, valida-

tion dataV, and test data Te. Training dataset are 

utilized in training process and are used to update 

weights and biases during training. Validation 

dataset are used to verify the quality of the neural 

network during training process and also could be 

used to determine the training process stop crite-

ria. Test dataset are used to independently exam-

ine the quality of the trained neural network to 

determine network performance. 

 

4. ANALOG CIRCUIT COMPLEMENTARY 

OPTIMIZATION  

Main process of circuit optimization that has 

been done in this work is illustrated in Fig.1 .In 

Design Flow, first values of specifications (con-

straints) that are the threshold of desired values, 

are applied to fitness function (Section 3.1) in 

optimization process and also these values would 

be given to the trained Neural Network, and vari-

ables appropriate with desired specifications 

would be generated by Neural Network which are 

the Auxiliary Points for optimization algorithm. 

In Fig.1 When algorithm in optimization phase 

(I) lost variation in population, Auxiliary Point 

which is an individual of population will be add-

ed to optimization process in optimization phase 

(II). This is the process will produce the final re-

sponse. 

As illustrated in Fig.2, the point that is produce 

by Neural Network is used once as an initial 

point which in optimization algorithm, as an in-

dividual of initial population. And as was de-

scribed, once is used as an Auxiliary Point in 

main optimization process. This provides an op-

portunity that can be a comparison between this 

method and the standard algorithm. And show 

how this method can improve results, and it 

doesn’t need to repeat algorithm, several times to 

access better result. It refers to this fact, that new 

method has done this paper, with high probability 

can access to global optimal point rather than 

standard algorithm. 

 The optimization process with initial point 

would be used as validation of main optimiza-

tion. These processes are caused to complemen-

tary optimization because 1) It provide an evalua-

tion process to verify points are found by this 

optimization process that at least should access to 
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point which are found by optimization process 

with using initial point. 2) With adding one suita-

ble point as an Auxiliary Point to optimization 

process, it causes to increase convergence speed, 

moreover could be sure there exists at least one 

point which satisfies constraints. 3) Preserve the 

nature of GA algorithm, in the diverse selection 

of initial point. In this work link of HSPICE and 

MATLAB [27] was used according to simula-

tion–based method. During the optimization, 

suggested responses generated by optimization 

engine (implemented in MATLAB) are given to 

electrical simulator (HSPICE) that will produce 

the values of specification. 

In learning flow in Fig.1, goal is training Neu-

ral Network with suitable training database. The 

training module is depicted in Fig.3 the MLP 

Neural Network with collected database, for this 

work aims in analog circuit optimization, will be 

trained. And then will be used in main process in 

design flow, as referred in Fig.1.   

As illustrated in Fig.3 the Neural Network in-

puts are different desired specifications values of 

analog circuit, and outputs are circuit variables. 

The training process is done with collected train-

ing database. As described in section 3.3 Neural 

network training algorithm, is Supervised ANN 

straining algorithm which uses both input x 

(specifications)and desired output d (variables) 

that are collected with quality which is described 

in next section 4. The back-propagation (BP) al-

gorithm is used which the weights and biases are 

adjusted to achieve a minimum error between the 

network outputs and the target values. Weights 

and biases are updated each cycle according BP 

algorithm. 

Collecting suitable training database would be 

important for neural networks performance, that 

training database should be sufficient and have a 

proper dispersion in database space. Also to train 

ANN the training database should be normalized, 

and it is better that data randomly are fed to ANN 

in training process. 

Because of variety and many data which are 

used in optimization algorithm process, this pro-

cess itself would be useful to gather sufficient 

and convenient training database. In this work as 

illustrated in Fig.1 in Learning Flow, GA optimi-

zation process with stochastic initial point has 

been used to collect training database and this 

data was used in MLP Neural Network learning 

process. Values of specifications, applied to sim-

ulation–based optimization, and as were shown in 

flow diagram Fig.4 during the optimization, data 

will be collected until optimization algorithm 

converges (the domain of population variation is 

small). In this optimization process, vectors of 

specifications and design variables will be taken 

as sample data (X, D) input and desired output.  

These data should be modified and prepared 

to use in neural network training. Therefore first, 

data which are incompatible (e.g., the negative 

dB gains) are deleted and then all variables and 

specifications are mapped to [-1, 1]. If total col-

lected sample data aren’t sufficient (Amount 

sample data which is require to proper training) it 

will be run again. Because of changing initial 

point at each run it will be possible to collect var-

ious data with proper dispersion. Random selec-

tions of training database are done and then are 

fed to MLP neural network training. After train-

ing Neural Network, it would be used to provide 

different variable points appropriate to different 

desired values of specifications. And by changing 

values of desired specifications Neural Network 

still will be able to provide proportional varia-

bles. 

 

5. DESIGN EXAMPLE 

In this section the new method has been applied 

on conventional CMOS operational amplifier 

designing. The purpose is investigating the per-

formance of this method in improvement of 

standard GA optimization algorithm. The method 

has been used in this algorithm for optimization a 

typical Miller-compensated two-stage operational 

amplifier as a conventional example of analog 

circuits’ optimization problem. 

 

5.1 Miller-compensated Two-stage Operation-

al Amplifier Design 

The Miller-compensated two-stage operational 
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Fig. 4. Flow diagram of collecting training database.  

 

amplifier illustrated in Fig.5 is chosen to test. The 

technology used is 0.25 m  CMOS process and 

CL=30pF.According to the process described in 

Section 4 to collect training database, first, genet-

ic algorithm with parameters set forth in the table 

2 and with fitness function defined in Section 4 

has been run 10 times. In each execution, after 

convergence, algorithm has been stopped and 

rerun again. In this process after removing inap-

propriate data 12000 sample data randomly se-

lected. 

In this example design variables are: transistor 

width and length (W, L), bias currents (IB) and 

compensation capacitor (CC) and Specifications 

and desired values that cloud be considered as 

constrained are listed in table 1. 

The transistor lengths are allowed to change 

between the minimum values allowed by the 

technological process and several tens of mi-

crometers. Transistor widths are allowed to 

change between the minimum technology values 

and several hundreds of micrometers. Bias cur-

rents and capacitor would be changed unreasona-

ble ranges [1]. 

In this work MLP neural network as illustrated 

in Fig..6 in overall process (Fig.1) was used. Of 

course the network was trained with collecting 

training database, 6 inputs and 12 outputs. Neural 

network parameters listed in table 2. 

In the training process the 60% of the sample 

data are assigned to the training set, 20% to the 

validation set and 20% to the test set.At the end 

of training Network, the mean square error which 

obtained after applied test set is MSE=0.0603. 

After the completion of network training, ,to 

verify the performance the network, different 

values of specifications are applied to the net-

work and variables are received from the network 

are applied to the HSPICE and specifications 

have been received. In table 4 different obtained 

results and desired values illustrated which can 

be compared. It shows neural network is able to 

produce suitable design variables proportional 

with different values of specification. Design var-

iables related to each column of obtained values 

of specification listed in table 5. 

Constraints are represented in table 1 are ap-

plied to the network and the appropriate variables 

have been received from network as the Auxilia-

ry Point (table 5 column 5) were used in GA al-

gorithms as described in Section 4. The algorithm 

with parameters listed in tables 2 are used to op-

timize the Miller-compensated two-stage opera-

tional amplifier. After execution the method 

which was expressed as a main process in section 
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4, it reached results according table 1 with design 

variables are listed in table 5 

Now, as was expressed in section4 and Fig.2, 

comparison between this method and the stand-

ard algorithm in speed of convergence and reach 

optimum point could be done. 

 As illustrated in Fig.7 the speed of conver-

gence could be compared in this method and 

standard algorithm which shows the method is 

done in this work are more fast in convergence 

when after 150 generation reaches acceptable 

response whereas standard algorithm might need 

more generation and need to repeat several times. 

Again as was expressed in Section4 it refers that 

new method, with high probability able to access 

to global optimal point which this work method 

only in 1 run access point which results have 

listed in table 1by name WAP. Therefore one of 

the benefits of this method is not necessary to 

repeat algorithm several time.  In Fig.7 GA-STD 

is standard form of GA, GA_WAP is GA with 

Auxiliary Point (this work suggested method) 

and GA_WIP is GA with initial point. 

For a comparison of this method, the results of 

[2] are shown in the table 1. Results indicate that 

this method is able to improve the performance. 

If the cost function represented in section 3.1 

with weight coefficients 1ia =  be considered as 

an indicator of level of achievement to intended 

specifications and a measure of efficiency. It 

would be possible to compare the main method 

presented in this work with other and standard 

form of GA optimization algorithm. As listed in 

Table 1 it can be seen the results in this work 

is%32 better than standard GA and results in [2] 

to 29% have improved.  

This example total run time in Design Flow is 

120.749 second which was run on a Core (i7) 

1.73 GHz PC with 4 GB RAM, in the MATLAB 

environment. Reported include processing time 

in MATLAB, the simulation time of HSPICE and 

the communication time between HSPICE and 

MATLAB. 

 
 

Fig. 5. Miller-compensated two-stage amplifier. 

 

 

Table 1. Specification obtained result. 
 

      GA_STD is standard form of GA and GA_WAP is GA with Auxiliary Point 

 

Specifications Constraints Target GA-STD GA-WAP Result [1] 

DC gain (dB) ≥ 70 Maximum 75.84 102.04 76.48 

GBW (MHz) ≥ 2 Maximum 2 6.02 2.068 

Phase margin (°) ≥ 50  80 85.01 55.96 

Slow rate (V/μs) ≥ 1.5 Maximum 1.6 3.39 1.52 

Output swing (V) ≥ 2.5  2.56 2.77 2.20 

Power (mW) ≤ 2.2 Minimum 2.2 1.7 0.73 

Cost Fun   5.46 3.72 5.23 
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Fig. 6. MLP neural network structurer. 

 

 
Fig. 7. Evaluation of cost function in GA. 

 

Table 2. Genetic algorithm parameters. 

Algorithm setup GA-Parameters 

Population Size 50 

Migration Fraction 0.1 

Selection Random 

Crossover scattered 

Mutation adaptive 

Sort Min. cost 

Population Type Double Vector 

 

Table 3. Parameters of the ANN. 

Parameter  Optimized values 

Architecture Normal feed-forward MLP 

Learning rule Back-propagation (BP) 

Inputs(Nin =6) Circuit specifications: 

DC gain (dB), GBW (MHz), Phase margin (°), Slow rate(V/μs), Output swing(V), 

Power(mW) 

Hidden layers 2 layer 18,36 node 

Outputs(N_out =12) Circuit variables: W1,W3,W5,W6,W7, L1,L3,L5,L6,L7,Cc,ib 

Network error type mean square error (MSE) 

Transfer function Sigmoid 

Maximum iterations 10000 

Database size 12000 

Training samples 7200 

Validation samples  2400 

Test samples  2400 
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Table 4. Evaluating neural network performance in obtaining various values of specifications. 

Table 5. Design variable. 

 

 

6. CONCLUSION 
 

In this paper, a new method in multi-objective 

optimization technique at circuit sizing problem 

was presented which uses simulation-based opti-

mization. This method is based on using MLP 

neural network to provide Auxiliary Point pro-

portional of different desired specifications val-

ues which GA optimization method with using 

these points has been used to operational amplifi-

er parameters optimization.      

The results obtained from this method showed 

that it’s able to increase the speed of conver-

gence, with only 150 generation in 150 second. 

And don’t need to run several times which in one 

run with high probability it’s able to reach opti-

mal point. Also by considering cost function as a 

performance indicator, comparison between this 

method and other method and standard form of 

GA in same condition and same circuit shows 

%29 and % 32 performance improvements with-

out adding so much complexity to the standard 

algorithm.   
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