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Abstract 

The polynomial interpolation in one dimensional space R is an important method 

to approximate the functions. The Lagrange and Newton methods are two well 

known types of interpolations. In this work, we describe the semi inherited 

interpolation for approximating the values of a function. In this case, the inter-

polation matrix has the semi inherited LU factorization. 

Keywords: Semi Inherited LU factorization; Interpolation matrix; Semi inherited 

interpolation 

 

1 Introduction 

The LU triangular factorization of matrices is a traditional and applicable method 

to solve a square linear system. The LU factorization has different types. One of 

them which is constructed easily is the inherited LU factorization [1]. In this 

work, we use a special kind of the inherited LU factorization and we constitute the 

interpolation matrix such that this matrix has this type of factorization. For 

simplicity, we call this type of LU factorization, semi inherited LU factorization. 

At first, in section 2, we introduce the semi inherited LU factorization [1,5] and 

present some preliminaries briefly [7,8]. In section 3, we describe the semi 

inherited interpolation which depends on the semi inherited LU factorization and 

we prove that the interpolation matrix in this case has the semi inherited LU 

factorization. In section 4, we describe the behavior of semi inherited polynomials 

and matrices when the number of nodes increases and in section 5 we illustrate the 
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mentioned methods in some numerical examples. 

2 Preliminaries  

Definition 2.1 Let A be an n×n matrix that aii ≠ 0 for i = 1, … , n  and write A = B 

+ D + C, that B is strictly lower triangular, D is diagonal, and C is strictly upper 

triangular. Then, A has the semi inherited LU factorization if and only if  

A = (I + BD
-1

)(D + C). (I is the identity matrix) 

 

Theorem 2.2 Let A = B + D + C be a decomposition of matrix A with invertible 

diagonal entries where B is strictly lower triangular, D is diagonal, and C is 

strictly upper triangular. Then, A has the semi inherited LU factorization if and 

only if BD
-1

C = 0. 

Proof. Suppose that the matrix An×n has the semi inherited LU factorization. Then,  

A=B+D+C=(I+BD
-1

)(D+C)=D+C+B+BD
-1

C   

BD
-1

C = 0. 

Conversely, suppose BD
-1

 C= 0. Then, 

                A=B+D+C+BD
-1

C   A=(I+BD
-1

)(D+C).□  
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-1

)(D + C). 

Remark 2.3 A useful property of matrices which have semi inherited LU fac-

torization is this fact that the calculation of LU factorization of them is very easy, 

because the matrix U is completely inherited and the matrix L is the product of the 

strictly lower triangular matrix and the diagonal matrix plus to the identity matrix 

[1]. 

Suppose },...,,{ 21 nxxxX   is a set of n distinct points in R, that these are called 

nodes and X is the nodes set. Also, for each xi an ordinate yi   R is given. The 

problem of interpolation is to find a suitable function F: RR  where, F(xi) = i
y  

for .,....,1 ni   F is called the interpolation function of   n
iii yx 1},{  . 
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Let U be a vector space of functions with the basis {ul, u2, ..., un}, we can 

consider F in the form of   .1 jj
n
j uF  Then 

 i iF x y  ni ,...,1              
1

1,...,
n

j j i i

j

u x y i n
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The matrix A=[uj(xi)]n×n is called the interpolation matrix. Therefore, the 

problem of interpolation is to solve the linear system A= y  where,  = ( 1 , 2 

,... , n )
t
 and y =  1 2 n ,  , ... , .

t
y y y  

If we consider    njxxu j
j ,...,11    the matrix A has the form of 

Vandermonde matrix that its determinant is  jinij
xx 

1  Hence, the in-

terpolation function has a unique solution if and only if the nodes xi are distinct. In 

this case, the interpolation function is a polynomial of degree at most n-1. 

Definition 2.4 A vector space U of functions is said a Haar space if the only 

element of U which has more than n-1 roots is the element of zero [2]. 

Theorem 2.5 Let U is a vector space with the basis 1{ ,..., }nu u , then the following 

statements are equivalent: 

i) U is a Haar space. 

ii)  det   0][ ij xu  for any set of distinct points .,...,2,1,, njixi   

Proof. (i  ii): Suppose U is a Haar space and det[uj (xi)] = 0 for a set of 

distinct points nxx ,...,1  in R. Then, there exists a nonzero vector 

 1 2 n , , ..., tc c c c  such that    01 ijj
n
j xuc  for .,...,1 ni   Put    jj

n

j ucu 1 . 

Then Uu  and we know that dim(U)= n. But   0ixu   ., . . . ,1 ni   Hence, U is 

not a Haar space.  

 :iii   Suppose det   ][ ij xu 0 for any set of distinct points nxx ,...,1  in R, and 

also suppose U is not a Haar space. Then, there exists    jj
n
j ucu 1 0 in U that 
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has at least n roots nxx ,...1 in R. then,    01 ijj
n
j xuc   for 

 1 2 n, ,  ... , 0.tc c c c   Hence, det   ][ ij xu 0 which contradicts the hypothesis. 

□ 

3  Introducing of semi inherited interpolation 

We suppose that the nodes x1, ..., xn are available and U is a vector space of 

functions with the basis {u1,u2,…,un} and also   nnij xuA  ][ is nonsingular. Then, 

for ordinates y1,y2,…,yn there exists a unique function Uu  that  ixu  iy  for 

ni ,....,1 . Let  1 2 n, , ..., ,Ty y y y   

yA   , 



n

j
iiuu

1

 . 

Finding the function u is various for different bases. One of the schemes which 

we want to describe is semi inherited interpolation. In this case, we consider the 

basis },...,,{ 21 nhhh  in the form of, 

 

          )1(,...... 1224212 niii xxxxxxxxxxxh    

      22422 ...  ii xxxxxxxh ,                 (2) 

where 1  
2

1 ni  and   .12 xh  

We call the basis polynomials in this type, semi inherited polynomials. For 

example, the semi inherited polynomials for n = 6 are: 

       654321 xxxxxxxxxxxh  , 

      65423 xxxxxxxxxh  , 

     5 2 4 6h x x x x x x x    , 

 

  12 xh , 

   24 xxxh  , 

    426 xxxxxh  . 

Next theorem shows that the matrix  ][ ij xhA  for any set of distinct points 

nxxx ,....,, 21 has the semi inherited LU factorization and also A is a nonsingular matrix. 
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Theorem 3.1 Let A be the semi inherited interpolation matrix with distinct node 

points. Then, A has the semi inherited LU factorization. 

 

Proof. Suppose   ,][ nnij xhA  according to the structure of semi inherited 

polynomials: 

 

  0ii xh  ni ,...,1   a  

  012  ij xh  ,12 ij    b  

  02 ij xh  .2 ji     c  

We put: 
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where, B is strictly lower triangular, D is diagonal, and C is strictly upper 

triangular. By the theorem 2.2, it is sufficient to show that BD
-1

C=0. Under the 

condition (a),     nn xhxhdiagD ,...,11  is a nonsingular matrix and 1D diag 

    11

11 ,..,


nn xhxh ,
 
[3,4,6].

 
Let E =BD

-1
 . Hence, E has the following form: 
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Consider the ith row of E and jth column of C  nji  ,1 . Then  



 

 

Iranian Journal of Optimization, Vol 1, Issue  2, spring  2009                                     59            

 

 

 

 

 

 

 

 

 1 2 1

1 1 2 2 1 1

i 1

2

1

   

   

       .

       .

       .

( ... 0  ...  0)

       0

       .

       .

       .

       0

i i i i

i i

j

h x h x h xi

j j jh x h x h x

h x

h x

e c h x

 


 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

. 

Now, it is sufficient to show that 
 
      .,1,,min01 njijikxh kjxh

xh

kk

k   If k is 

odd, under the condition (b) hk(xi)=0, and if k is even, under the condition (c) 

hj(xk)=0. Then, A has the semi inherited LU factorization. □  

According to the theorem 3.1,  ][ ij xhA  for distinct points  nxx ,...,1  has the 

semi inherited LU factorization. Then, A=(I+BD
-1

)(D+C). Therefore, we 

conclude det   0A for any set of distinct points }....,{ 1 nxx [4]. Therefore, by the 

theorem 2.5, the basis polynomials },....,{ 1 nhh  form a Haar space and also these 

are linearly independent [2]. Then, interpolation is unique, that in this case the 

interpolation function is a polynomial of degree at most n-1. 

 

4 Calculation of inherited polynomials and matrices when the number of the 

points is added 

 

We suppose the semi inherited polynomials are available for the nodes x1,…,xn 

If a distinct point is added to the previous nodes, it is not necessary to calculate 

the semi inherited polynomials from the beginning and we can use the previous 

calculations to find the new semi inherited polynomials. 

 

The meaning of  n
ih  is the ith semi inherited polynomial for n nodes. For example, 

suppose the semi inherited polynomials are available for the nodes 21, xx  Then, 

        12

22

2

1  xhxxxh  
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Now, if the point 213 , xxx   is added to the previous nodes then we have, 

         3

2

132

3

1 xxxhxxxxxh   
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1

3
2 1          xhxxxh 2

12
2

3   

Hence we used the    2,12 ixhi to calculate the    3,2,13 jxh j .  

If the point 3214 ,, xxxx   is added to the nodes 321 ,, xxx  then, 
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1432
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4
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         4
3

342
4
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32

4
4 hxxxh   

Hence, we can conclude that if the semi inherited polynomials are available for 

n nodes and if one point distinct from previous nodes is added to the nodes, the 

new semi inherited polynomials are calculated in the following form: 

If the index of semi inherited polynomial is even and smaller than n + 1 then it 

remains invariant. If the index of inherited polynomial is odd and smaller than n + 

1 then 
        1

2 1 2 1 1

n n

i i nh x h x x x

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1


n

nh  is 

depended on the index 1n  if n+1 is odd, then    n
n

n
n hh 1

1
1 

  and if  n+1 is even then 
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n

n
n hh 


1
1 . 

Now, we talk about the semi inherited matrices. Let A
(n)

 be the semi inherited 

interpolation matrix at the distinct points .,...,, 21 nxxx Then, 
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and if n+1 is odd then:  
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



















11

311333

21122322

111113121111

1

000

00

0

n

n

n

n

nn

n

n

nn

nn

n

nn

nn

n

n

n

xh

xhxxxh

xhxxxhxh

xhxxxhxhxxxh

U











  

and if n+1 is even then:  
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 

             
         

      

  








































1

31333

2122322

11113121111

1

000

00

0

n

n

n

n

nn

n

n

nn

nn

n

nn

nn

n

n

n

xh

xhxxxh

xhxxxhxh

xhxxxhxhxxxh

U











We note 

that the matrices    11 ,  nn UL are    11  nn . 

 

5 Numerical examples 

Example 5.1. Find the semi inherited interpolation polynomial for nodes X = 

{1, 2, -3,7,4} and ordinates Y={3, -4, -1,3,2}. 

By using (1) and (2), 

         1h     , 254321  xxxxxxxxxxh  

              3 2 4 5 4 2 5 2 4,     h    ,   hh x x x x x x x x x x x x x x x          

  





























  CDBDIA 1

62010

05010

50535010

00010

6118172

 



















































60000

05000

50535000

00010

6118172

1010

01010

00110

00010

00001

5
2

 

By solving the system :yA   

1 2 3 4 5

17 11 7 8
, 4,  ,  , .

126 105 5 15
    

  
       

   
5

4 3 2

1

17 56 59 3692 214

126 45 90 315 15
j j

j

H x h x x x x x



       

We can see; 

         1 3, 2 4,  -3 1,  7 3,  4 2.H H H H H        
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Example 5.2 Find the semi inherited interpolation polynomial for nodes  X ={12,  

-3, 4, 5, 6, -118, 9} and ordinates Y={2,5,-6,12,10,-3,7,2}. 

Similar to the previous example, 

   









































  CDBDIA 1

480048012010

29729733011010

001202010

6318993789010

00008010

3517577007140010

00000010

136540951051638015982801786240

 













































































480048012010

29729733011010

001202010

6318993789010

00008010

3517577007140010

00000010

136540951051638015982801786240

1040010

010010

0010010

0001010

00001010

00000110

00000010

00000001

2
3

4
11

8
11

4
1

8
9

 

By solving the system yA  , 

8

7
   ,   

3326400

48043
    ,   5   ,   

129729600

252349
4321 


   

64

7
   ,   

19008

125
    ,    

16

13
    ,   

44352

241
8765





   

   



8

1j

jj xhxH   

5005

701577

225225

19216187

327600

18820649

2494800

754973

25945920

112690327

43243200

37970549

129729600

8939449

129729600

252349 234567  xxxxxxx We 

can see:  

               12 2,  -3 5,  4 6,  5 12,  6 10,  -1 3,  8 7,  9 2.H H H H H H H H           

Example 5.3 If X={1, 2,3,4,5}, X' ={1, 2,3,4,5,6}, and X”={1,2,3,4,5,6,7} then 

from (3), the semi inherited interpolation matrices A
(5)

,
 
A

(6)
,
 
A

(7) 
have the following 

forms: 
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      



























 555

33010

02010

11210

00010

3112124

ULA  

















































30000

02000

11200

00010

3112124

1010

01010

00110

00010

00001

2
3

 

     


































 666

804010

333010

002010

131610

000010

3151601120

ULA
 



























































800000

330000

002000

131600

000010

3151601120

102010

01010

001010

000110

000010

000001

2
3

 

      



































 777

151505010

0804010

3363010

0002010

311212410

0000010

1539013601720

ULA  































































15000000

0800000

3360000

0002000

311212400

0000010

1539013601720

10010

0102010

001010

0001010

0000110

0000010

0000001

8
15

2
5

2
3

 

We can see that the leading submatrix (n - 1)  (n - 1)  of L
(n)

 is coincided to L
(n-

1) 
and the leading submatrix (n - 1)  (n - 1) of U

(n) 
is obtained from U

(n-1) 

according to the explanation in section 4. Also, we can see the behaviors of the 
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last column of the U
(n)

 , when n is odd or even. 

 

6 Conclusion 

In this work, we have suggested a new method to find the interpolation 

polynomial. We applied the semi inherited interpolation and introduced semi 

inherited LU factorization of a matrix. In this case, the interpolation matrix is 

constructed which has the semi inherited LU factorization and help us to find the 

coefficients in the interpolation polynomial easily. We used this special kind of 

decomposition of the square matrix A to introduce a new way for interpolating. In 

this manner, we introduced the new bases, new matrix and new interpolation. The 

method is simple and the cost of operation in the new method is less than the 

Lagrange polynomial and almost the same as the Newton's divided differences 

method. There are some superiors in comparison with the Lagrange interpolation. 

We can calculate the semi inherited polynomials very easy and fast. Also, we can 

add a new point in the table and compute the interpolation polynomial very easy 

by using the previous calculations and matrices as it has been discussed in the 

article. Since the interpolation polynomial is unique, each new method for finding 

the interpolation polynomial has the same error like common techniques such as 

Newton's and Lagrange interpolations. If we use the Lagrange, Newton or semi 

inherited interpolation methods the results are the same. In order to improve this 

work, one can introduce rational semi inherited interpolation. It means that we can 

use the semi inherited interpolation to find the functions which are not polynomial 

to interpolate a table of data. Also, the new technique can be developed for 

bivariate interpolation. Consequently, one can use this special factorization to 

interpolate a table of data easily. 
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